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‘ultimedia is an emerging application-oriented technology embracing
many computer disciplines, including interface design, networks, and
databases. The field presents many interesting challenges for research.
‘Advances in workstation and network technologies — and the desire to improve
communications — have created great interest in multimedia applications. These
applications require the processing, storage, and transmission of such data types as
audio, video, text, graphics, and images.

One of the most important requirements of a distributed multimedia informa-
Future multimedia tion system (DMIS) is the integration, or composition, of multimedia objects
. ) retrieved from databases distributed across a network. We define multimedia
information systems objects to be aggregate units composed of data elements taken from the aforemen-

will require the tioned da.ta' classes. Thei.r corpposition depends on the spatial and temporal
characteristics of the multimedia elements.
integration of various Spatial composition of multimedia data is unique to each medium. It describes
. ; the assembly of objects in space on a workstation display at certain points in time.
Ob]eCtS retrieved from For pictorial representations like still images and graphics, composition opera-

databases distributed tions include overlay and mosaic, and require processing such as scaling, cropping,
color conversion, and position registration. For audio data, composition consists

across the network. of mixing signals. Other “spatial” audio operations include gain and tone adjust-
H d . ments, which are useful in videoconferencing applications to prioritize one speak-
eére we discuss a er’s voice among many. Gain or tone differences can signify “distance” in partic-

methodology for spatial ipants via signal-distortion techniques.! A typical spatial composition for pictorial
data is shown in Figure 1, which was constructed using scaling and mosaic-forming

and temporal operations.
sy Temporal composition requires evaluating the relationships among compo-
COITIpOSlthIl Of nent elements and scheduling their retrieval and presentation accordingly. The
multimedia ObjECtS. relationships can occur naturally, as for live audio and video, and they can also
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be synthetic, consisting of arbitrary
temporal constraints on any multime-
dia data type.? Figure 2 shows various
data elements retrieved from storage
and presented serially at the times indi-
cated.

The primary issue we address is the
overall process necessary to perform
spatial and temporal data composition
for a DMIS. With respect to delays
introduced through the network, we
find that temporal composition can be
most suitably achieved at the worksta-
tion. Spatial composition is most effec-
tively performed in a hierarchical fash-
ion as dictated by the availability of
systemresources. The subsequent com-
position methodology combines spa-
tial and temporal composition as a net-
work service.

We also investigate database organi-
zations and data distributions, and dis-
cuss spatial and temporal composition
functions and their composition into
the network architecture. Finally, we
address the issue of mapping the com-
position process onto the network re-
sources as a value-added service.

Databases and
distributed objects

A number of common database-
management systems (DBMSs) can be
identified for multimedia applications.
These systems can be organized as cen-
tralized, master-slave, and federated,
as shown in Figure 3. In the simplest
case, a multimedia information system
resides on a single server system incor-
porating DBMS functionality for each
medium. Data composition occurs en-
tirely at the server. However, access to
remote databases expands the poten-
tial applications for multimedia servic-
es, requiring a multiple database orga-
nization as in Figure 3b and c. Here, we
define a data server as an intelligent
database machine that can perform com-
plex multimedia database operations
such as browsing, linking, and pattern-
matching. The server can also perform
standard DBMS operations such as se-
lection, projection, and join.

The most suitable database organi-
zations for large-scale multimedia ap-
plications are the federated and mas-
ter-slave types as shown in Figure 3b
and c. In either case, users must be able
to query across the universe of avail-
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Figure 1. Cropping and overlaying images, and text formatting.
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Figure 3. Centralized (a), master-slave (b), and federated (c) database-manage-

ment systems.

able data. This requires global naming
of data and resolution of heterogeneity
between DBMSs, server hardware, data
formats, etc. After data elements are
identified and located, the spatial and

temporal composition of accessed data
can be viewed as an added service for
the creation of complex multimedia ob-
jects. The remaining tasks include spec-
ifying the composition function and dis-
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Figure 4. Multimedia connections in a distributed information system: single

source to single destination (a), single source to multiple destinations (b), mul-
tiple sources to single destination (c), multiple sources to single destination us-
ing an intermediate site (d), and multiple sources to multiple destinations using

an intermediate site (e).

tributing it over the set of computing
elements in the DMIS in a manner ap-
propriate for the DBMSs.

In a centralized environment where
the data are not distributed (Figure 3a),
a single server performs all object com-
position. However, the centralized en-
vironment is not rich enough to support
most multimedia applications, since only
local data are accessible. For a DMIS,
multiple database servers can perform
spatial composition to reduce the load
on the destination workstation and the
required network bandwidth for object
communication. In particular, spatial
operations such as generating mosaics,
cropping, and color conversions, which
are common in window-based environ-
ments, can significantly reduce super-
fluous data transfer when performed at
serversites. Temporal composition does
not exhibit the same benefit at remote
servers because no data reduction oc-
curs between source and destination.
For strictly temporal composition with-
outspatial composition requirements, a
point-to-point virtual connection be-
tween source and destination best main-
tains synchronization for continuous
communication and presentation of
objects. No additional processing can
occur within the network at some inter-
mediate site.

Based on the assumption of a distrib-
uted DBMS organization, five types of
point-to-point connections for object
retrieval and composition in a DMIS
can be identified. These composition
architectures, shown in Figure 4, in-
clude
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e single source to single destination,

esingle source to multiple destina-
tions,

e multiple sources to single destina-
tion,

e multiple sources to single destina-
tion using an intermediate site, and

e multiple sources to multiple desti-
nations using an intermediate site.

Figure 4a illustrates a point-to-point
connection for a client-server relation-
ship between a single multimedia serv-
er and the workstation. Figure 4b repre-
sents a shared-object architecture in
which a single object is displayed simul-
taneously to various users via multicast-
ing. This mode enables computer-sup-
ported cooperative work (CSCW),? or
teleconferencing, and can require con-
currency and consistency control mecha-
nisms for shared objects. Figure 4c rep-
resents adistributed-object environment,
for which complete composition is per-
formed at the sink in a multidrop fash-
ion. This case can be handled by inde-
pendent network connections between
the sink and each source. However, it
poses a challenge to workstation con-
trol of intermedia synchronization.

Figure 4d shows a scenario in which
objects are composed at an intermedi-
ate site after arriving from distributed
sources and are sent via a single connec-
tion to the final destination. By using a
single connection, data sequencing en-
sures strict ordering and thereby pro-
vides intermedia synchronization.*

Figure 4e illustrates the general mul-
ticast and multidrop case of distributed

object composition in a shared-object
environment.

As mentioned, the process of data
composition can be distributed within
the network to minimize various system
costs. In particular, the criterion for the
selection of composition locus is a func-
tion of various system costs including
communication, storage, processing, and
desired system-performance character-
istics such as the reliability and quality
of communications. The problemis anal-
ogous to optimization of queries in a
distributed DBMS.° However, some dif-
ferences exist, which we discuss later.

Spatial composition

Current data-composition schemes
incorporating video data are mostly
analog. For example, image mosaics are
generated by capturingand placing vid-
eo stills from the analog output of a
videodisc player. Analog schemes dif-
fer from the composition of video, im-
ages, audio, and text in a completely
digital domain. In the digital realm, we
can use storage, processing and commu-
nication technology, and open system
applicability to achieve device indepen-
dence in an integrated environment.

The task of composing data spatially
as shown in Figure 1 can be specified
using an object-oriented paradigm and
implemented using DMIS components.
Many data representations for compos-
itemultimedia datahave been proposed
based on the object-oriented paradigm.®
We concentrate on the task of composi-
tion rather than discussing a complete
object-oriented spatial data represen-
tation. We assume a simple layout struc-
ture based on ODA 7 (Office Document
Architecture), as shown in Figure 5.
Figure 5a shows a typical spatial trans-
lation. Figure Sb illustrates a spatial
data representation, or a spatial hierar-
chy for these translations.

If data are composed at the worksta-
tion, user interaction can be most readi-
ly incorporated into the composition
process. For example, users can choose
window placement, resolve occlusion,
evaluate view-space coordinates, and
perform scaling without dialogue with a
remote composition service. Similarly,
object modification is most readily
achieved on the workstation. However,
some objects can exceed the local
storage capacity of the workstation,
and modification must occur on frag-
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ments of the original object stored re-
motely.

Composition at the workstation re-
quires transmission of complete multi-
media objects from the database, such
as full-size color video or full-resolu-
tionimages. Atthe destination, much of
this resolution is not used after scaling,
cropping, color mapping, or other spa-
tial operations. A remote service, by
contrast, can perform these spatial op-
erations prior to data transmission, re-
ducing the transmission overhead and
freeing the workstation for other tasks.
Specialized hardware like array proces-
sors and video special-effects devices
optimized for high-speed spatial ma-
nipulation can alsoreside at the compo-
sition sites.

To provide a value-added service fa-
cilitating these kinds of spatial opera-
tions within a network, we describe a set
of spatial manipulation primitives that
can be implemented as standard func-
tions at various sites within the DMIS.
These primitives fall into two classes:
unary and binary operations. Unary op-
erations are applied to single data ob-
jects like the low-pass filtering of an
audio segment or image cropping. Bi-
nary operations combine pairs of ob-
jects, creating their composition. Table
1 summarizes examples of these opera-
tions and lists approximate processing
costs.

We envision spatial composition to
be a multiphase process consisting of
unary operations that adjust the data
elements, followed by binary operations
that compose the adjusted elements into
final form. Further, we define a logical
entity, called the spatial translator (ST),
which can be distributed throughout the
network to perform these operations.
Note that these operations constitute
the overall translation from storage to
workstation display, a simplification of
the many intermediate transformations
between the various coordinate systems
and canonical representations usually
indicated in graphics programming stan-
dards like the Graphical Kernel System
(GKS) and Programmer’s Hierarchical
Interactive Graphics System (PHIGS).

Distributing operations with a uni-
form interface throughout the DMIS
lets users tailor spatial data composi-
tion to individual object requirements.
As data are retrieved, users can invoke
spatial operations at remote servers
through the uniforminterface toreduce
data traffic.
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Figure 5. Multiphase spatial composition: transformations (a) and spatial hier-

archy (b).

Table 1. Characteristics of typical spatial manipulation primitives.

Operation Operands New Size Cost Estimate ~ Data Types
Overlay (mix) A, B max(IAl, 1Bl) min(lAl, IBl)zP,, Image,
Overlap A,B >max(lAl, |Bl) video,
<IAl + 1Bl (IAlI'+1B)zP,, graphics,

Abut A, B Al + 1Bl (1Al + 1B))zP,, and

(concatenate)
Crop (cut) A clAl clAlzP,, audio
Scale (filter) A slAl - AP
Text format A flAl flAlzP,, Text

IAl = Size of A in image pixels, audio samples, or text characters
¢ = Fraction of unaffected pixels in a crop operation
f =Number of pixels per formatted character

P, = Unit cost per memory move
P, = Unit cost per scaled pixel
s = Scale factor

z = Number of words per image pixel, audio sample, or text character

As mentioned, spatial operations are
basically transformations on multime-
dia objects to achieve such functionality
as cropping, filtering, and overlaying.
However, some operations may result
in data reduction, while in other cases
the new data elements can be larger
than the old (for example, coloration
and scale-up). If the criteria to select
between aserver or workstation for com-
position are based solely on reduction
of network traffic, clearly we want to
perform unary spatial transformations
at the server site only when a data re-
duction occurs. However, if the criteria

include minimizing processing at the
workstation, we may want to perform
the data-increasing transformations at
the server as well.

Considering binary spatial manipula-
tion, suppose the criterion to select a
site for composition is based on reduc-
ing network traffic and minimizing the
workstation processing load. Let R, and
R, represent two objects to be merged
spatially in some arbitrary way, with
characteristic data sizes of IR,/ and IR,l.
The binary spatial merge for some trans-
formation

b

T
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Figure 6. Playout in the presence of random network delays.

will result in a final display object R,
with size IR, and is denoted as

Rd = b;«(Rl» Rl)

Clearly max(IR|,IR,]) IR I <IR || +IR,|,
since the merge represents in the worst
case the union of the two objects (for
instance, overlay, abut, and mix). This
relationship is valid for any type of data
object including text, image, video, and
audio, assuming the absence of data
compression.

If IR, = max(IR,l, IR,)), performing
composition at the server potentially
reduces data traffic to the workstation
by min(IR,l, IR,!). On the other hand, if
IR, = IR I +IR,l, no savings result. With-
in this range, the choice of a site for
composition depends on the penalty as-
sociated with the composition process-
ing versus the necessary data communi-
cation bandwidth and the composition
requirements of other related objects.
The overall savingsin data transmission
includes all operations required in form-
ing the final composite object.

For example, consider again the mul-
timedia object in Figure 1 (shown here
in gray scale). The data constituting the
object are assumed to exist in several
distributed servers. Eachimage is stored
in 24-bit, full-color format (8 bits per
color, three colors per pixel). The sub-
image in the figure is created by crop-
pingits corresponding (1,200 x 925-pix-
el) source image to a size of 80 x 120
pixels. This is superimposed onto the
backgroundimage along with the ASCII
text (61 characters x 8 bits per charac-
ter) with a selected font. The final com-
posite object is entirely in bitmapped
formandis the size of the cropped back-
ground image (888 x 685 pixels).

If composition is performed at the
workstation, the raw, unprocessed im-
agesand text would have to be transmit-
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ted to that location (1,200 x 925 pixels x
24 bits/pixel x 2 images + 61 characters
x 8 bits/character = 53,280,488 bits). If
composition occurs before transmis-
sion, the data-transmission require-
ment is 888 x 6 pixels x 24 bits/pixel =
14,598,720 bits. The savingsin data trans-
mission for remote composition is
38,681,768 bits, or a traffic reduction of
73 percent.

Note that in these calculations we
have assumed no data compression or
the overheads associated with storage
and communication. However, the per-
centage savings remains unchanged with
compression. This example illustrates
the reduction of data possible during
the process of data composition at some
intermediate site in the network as data
are retrieved from a database, merged,
and sent to the final presentation site.

The spatial processing requirements
depend on the size and type of the ob-
jectconsidered, the type of composition
function,anditsimplementation, wheth-
er parallel or serial. Table 1 summarizes
processing approximations for some of
the various spatial operations on imag-
es, audio, and text. Either time or num-
ber of operations can be applied as costs.
For example, the move cost relates to
memory-access time; that is, P,, equals
two memory-access cycles (one read,
one write).

For a given composite multimedia
object, the spatial formatting require-
ments can be quantified by using the
cost estimates for the various spatial
transformations. Chaining the cost esti-
mates as described by the spatial hierar-
chy provides an estimate of overall pro-
cessing cost. The evaluation of such
processing requirements isimportantin
determining the real-time computational
performance of the workstation and the
distribution of composition operations
within the network.

Temporal composition

Multimedia data objects are time-
dependent and must be synchronized
accordingly. This synchronization re-
quirement encompasses static objects,
such asstillimages and text, and contin-
uous streams of audio and video. A
DMIS must satisfy this requirement in
the presence of random network delays
due to the inherently asynchronous na-
ture of a packet network'®® and the
latencies associated with storage devic-
es. This problem is particularly acute,
since several streams of different origin
can require synchronization with each
other. For continuous streams of data,
the problem is to ensure the proper
time of play-out (presentation time) of
each data element in spite of random
network delays, as illustrated in Figure
6.

Synchronization of this type hasbeen
typically applied to single streams of
packetized audio and video data® but
can be generalized to multiple streams
and nonstream data such as still images
and text. Approaches to synchroniza-
tion determine the delay and buffering
required to establish a level of packet
loss for various network delay distribu-
tions. This delay, called control time 7,
can be found for audio and video
streams®® given a target packet-loss
probability. The same principle can be
applied to nonstream data. However, in
the former analyses, it is assumed that
the packet-generation rate is equal to
the consumption rate and that the ca-
pacity of the communication channel is
not exceeded. When arbitrary sequenc-
es of multimedia objects are presented,
the data can easily exceed the channel
capacity for some intervals. However,
due to flexibility in object retrieval for
stored-data applications, data-retriev-
al times can be reorganized so that the
channel capacity does not adversely
impact the presentation. Of course, this
is not possible for live data sources. In
essence, database sources provide more
freedom in controlling when data are
acquired by the application, as shown
in Figure 7.

Beyond the problem of compensat-
ing for random network delays, multi-
ple-stream synchronization can be con-
trolled by the destination workstation
orby any otherintermediate server with-
in the network prior to data delivery.
Anobject’stemporal specification needs
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Figure 7. Flexibility in database retrieval.

tobe known to the synchronization con-
troller irrespective of the controller
location within the network. A Petri-
net-based approach to specify the tem-
poral requirements for multimedia ob-
jects can be used for this purpose.tt If
synchronizationis performed at the des-
tination (as in Figure 4c), the worksta-
tion must evaluate the temporal specifi-
cation of objects and carry out a
synchronization dialogue with the re-
mote servers prior to data transfer. If
synchronization occurs at any other in-
termediate server (as in Figure 4d), the
workstation does not need to evaluate
the temporal specification. However,
due to such factors as network laten-
cies, retransmission (if applicable), and
workstation-performance limitations,
significant skew can be introduced
among these synchronized streams, and
an intermediate server has little control
over the final result at the workstation.
Therefore, an intermediate server can-
not reliably provide the fine synchroni-
zationrequired for audio/video streams,
which generally require a skew of less
than 150 milliseconds.

A typical application might use the
synchronization service for preorches-
trated presentations, teleconferencing,
or CSCW. Typically, an object is identi-
fied from a database through browsing
or querying operations. Once identi-
fied, the object can be retrieved, com-
posed, and presented. Since both spa-
tial and temporal composition
specifications must be met, an impor-
tant operation in this scheme is the de-
composition of multimedia data into
classes for independent transfer. This
separation can increase network per-
formance by identifying unique data-
traffic classes and using different trans-
fer protocols tailored to each class.!* In
essence, such transport protocols can
provide different levels of guaranteed
quality of service for each data type
based on its tolerance to packet delay
and loss. For example, an image object
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requires error-free service, while audio
objects can tolerate errors.

We present two communication pro-
tocols to perform synchronization as a
value-added network service between
sources and a destination.'? The Appli-
cation Synchronization Protocol (ASP)
and Network Synchronization Proto-
col (NSP) allow the communication of
complex multimedia presentations from
distributed sources for play-out at a
single site. The protocols utilize a Pet-
ri-net-based temporal specification of
amultimedia object.”? This model basi-
cally specifies the precedence relations
among all subobjects in the form of a
partial and strict ordering. Partially
ordered objects have simultaneous play-
out deadlines and require concurrent
presentation, while strictly ordered ob-
jects require time-sequential play-out
(as in Figure 2).

The ASP sets up and initiates data
transfer as specified by temporal re-
quirements on an end-to-end basis. Spa-
tialrequirements of an object affect the
ASP, since they must be passed during
connection setup to the remote sites.
The ASP takes as input a selected ob-
ject representing the aggregation of a
complex multimedia presentation re-
quiring synchronization. It thenreturns
independent streams of synchronized
data traffic that can then be routed to
specific output devices for play-out at
the workstation. The ASP also pro-
vides control over the quality and the
cost of transmission service by negoti-
ating a target packet-loss probability
and delay with the underlying guaran-
teed-service data-transport mecha-
nism."

The NSP provides a data-transfer fa-
cility with a predicted end-to-end delay
characteristic based on the specified
probability of late packets. Neither the
ASP nor the NSP specifically provides
a mechanism for reconstructing late or
lost packets. They rely on selecting the
appropriate quality of service parame-

ters for each medium’s tolerance to de-
lay and loss.

These protocols allow synchroniza-
tion of independent network connec-

" tions, unlike approaches to synchroni-

zation* that require sequencing of
synchronized data onto a single virtual
circuit (as in Figure 4c). For the ASP, it
is assumed that all synchronization is
performed at the destination. Interme-
diate nodes are considered only if some
intermediate spatial composition func-
tion is needed. Otherwise a point-to-
point connection is implied with corre-
sponding end-to-end properties.

In summary, the ASP and NSP pro-
vide synchronization, which involves the
following steps:

(1) retrieving the spatio-temporal
relationships that describe the
components constituting the com-
plex multimedia object.

(2) evaluating the precedence rela-
tionships in the Petri net, thereby
creating a play-out schedule.

(3) decomposing the schedule into
subschedules based upon the dif-
ferent traffic classes represented
and the locations of stored data.

(4) determining the overall control
time required to maintain syn-
chronization among the traffic
classes through interaction with
the NSP and cooperating sites.

(5) providing synchronous data
transfer.

Spatio-temporal
composition

Here we investigate a combined ap-
proach to performing temporal and spa-
tial composition of a DMIS as a service
provided by the network. We envision
the heterogeneity of the network in terms
of speed, computational resources, and
topology to motivate the use of a hierar-
chical composition process. Multiple
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data servers (DSs) and inter-
mediate sites, or composition
servers (CSs), collaborate to
compose the requested ob-
jects both spatially and tem-
porally.

Generally, an object mod-
el consists of information
describing the various oper-
ations necessary for spatial-
temporal composition. The
model is stored in the net-
work at a central site. At the
time a session is established

be combined in any reason-
able manner at intermediate
sites in the network en route
to the play-out destination,
except to provide sequenc-
ing.* On the other hand, spa-
tial composition can be
performed at either the com-
positionserversor at the des-
tination workstation. The
choice depends on the object
characteristics, the worksta-
tion storage and computa-
tional capability, and the
bandwidth of the network. If

by a user, the information is

identified from the central  Figure 8. Pages of the electronic magazine.

site. and the object hierarchy
is decomposed and mapped

remote composition is dic-
tated, the compositionis del-
egated to at least one CS,

onto the set of servers (DSs,
CSs, and the workstation).
Although the problem of
assignment of composition
locus for a given multimedia
object is analogous to query

Overlay

image_block video_block

DSg

which we call the primary CS.
The secondary servers con-
sist of data sources. The
choice of primary server
should allow for

optimization for distributed Overlay e the locality of objects,
databases,® it differs in sev- e the amount of spatial
eral ways. Because a se- text_block processing required on
quence of spatial operations the selected objects,
often cannot be permuted, Fant DS; Queriay e the spatial composition

little optimization can be
achieved through reorganiz-
ing the sequence of spatial
operations. Some spatial
transformations (like scale-
up) increase data volume and
are optimal when performed

image_block image_block
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DS} DS
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capability of each CS (for
example, an array pro-
cessor), and

e the current CS loading.

The first factor means that
the composition server with

closer to the data’s destina-  Figure 9. Spatial hierarchy for a page.

tion rather than near its
source. Second, the optimi-
zation technique assumes ho-
mogeneity in processing and

the closest proximity to the
largest percentage of data is
optimal.’ The spatial process-
ing consideration should be
weighed in determining the

communication costs and therefore does ~ present (as in the retrieval and play-out  primary server. By analyzing the spatial
not account for specialized hardware of movies). organization of a complex object, one
for each medium, nor does it consider Asmentioned, temporal composition  can map a composition function to a
the necessity for load balancing when always requires control by the worksta- specific CS or set of CSs, based upon CS
long-lived database transactions are tion, since independent media cannot requirements and the capabilities of the
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Video, 5 Video,5 Video, 5

R = Final Petri-net place

Text, 10

P = Initial Petri-net place

Figure 10. Temporal specification for a page.
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Figure 11. Network example.

servers. Also, the load on a CS can
affect the primary server selection.

With respect to the workstation and
network components, the assignment
of spatial operations must allow for the
optimal utilization of bandwidth. This
can dictate reducing objects at the CS
(through scaling, cropping, and filter-
ing), enlarging objects at the worksta-
tion (scaling, coloring, and formatting
text),and building windows at the work-
station (dealing with occlusion). To min-
imize workstation computational re-
quirements, all spatial operations must
be performed at the CS, including the
window management.

Clearly there is a trade-off between
traffic on the network, computational
load at the workstation, and user con-
trol over presentation. When objects
are composed at the CSs, the user can-
not control data assembly, since this
operation is performed prior to the re-
ception of the data. A compromise can
be achieved by specifying the object
hierarchy so that some objects must be
assembled at the workstation and oth-
ers can be distributed to various CSs.
Based on these considerations, we
present a scenario for combined spatial
and temporal object composition using
the ASP and ST entities. We chose the
electronic magazine as an example.

This multimedia application is analo-
gous to a printed magazine. A “reader”
may browse through “pages” to read
articles and view pictures and audio/
video presentations, as shown in Figure
8. We model the pages of this applica-
tion as objects that are browsed sequen-
tially. In addition, the user may perform
queries or searches to locate specific
articles or advertisements. Spatial and
temporal composition is required for
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CS = Composition server

Figure 12. Mapping of spatial opera-
tions to composition servers.

elements of text, image, audio, and vid-
eo, within the context of a page as indi-
cated by the spatial and temporal spec-
ifications of Figures 9 and 10. These
dataare assumed to be distributed across
a high-speed network and require re-
mote data access and composition.
After a page is selected for presenta-
tion at the workstation, a CS is identi-
fied by consulting some centralized name
server that maintains a global table of
objects, names, locations, and other
characteristics. The server also main-
tains DMIS global state information
regarding the availability of resources
and the load at each CS. This informa-
tion is applied in the selection of a pri-
mary CS for each class of data used to
contruct an object. Subsequently, the
workstation uses the object’s temporal
specification (Figure 10) to establish an
ASP session. The ASP then initiates
individual concurrent connections to the

primary CSs using the NSP on a point-
to-point basis. The primary CSs estab-
lish NSP connections with DSs as re-
quired for the indicated spatial
composition. Load is effectively balanced
by placing new sessions onto CSs with
the least load, if appropriate, in light of
other primary server selection criteria.
Based on the DMIS architecture shown
in Figure 11, a mapping of spatial oper-
ations onto the set of CSs appears in
Figure 12. In general, a mapping re-
quires optimization of some cost
function such as communication band-
width.

A synopsis of the evaluation of the
temporal requirements by the ASP and
NSP is as follows: The temporal specifi-
cation is interpreted to generate a set of
deadlines for each class of multimedia
data.’? Assuming video is synchronized
per frame (30 f/s), audio per 10-second
interval, and text and image per object,
the temporal specification (see Figure
10) generates the subschedules: S, =
(0, 0.033, 0.066, 0.099, ... 29.966) s, S, .40
=(0,10,20) s, S, = (0,10) s, and S;,,, ., =
(0,10) s. For each subschedule, an NSP
connection establishment procedure is
invoked, resulting in a set of control
times: Taudim Timage& T&extv and Tvidem which
represent the aggregate end-to-end de-
lays over virtual channels between data
source and destination for each medium
(see dashedlinesin Figure 11). The max-
imum control time T, is found and re-
turned to the ASP for generation of the
overall start time. Data transfer is pro-
vided by the underlying communication
mechanism that interprets the derived
schedule, which is assured to be feasible
by the evaluation of the connection es-
tablishment procedure of the ASP and
NSP.
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