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Abstract–Temporal relationships are a characteristic feature of multimedia objects.

Continuous media objects such as video and audio have strict synchronous timing require-

ments. Composite objects can have arbitrary timing relationships. These relationships might

be specified to achieve some particular visual effect of sequence. Several different schemes

have been proposed for modeling time-based media. These are reviewed and evaluated in

terms of representational completeness and delivery techniques.
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1 Introduction

Multimedia refers to the integration of text, images, audio, and video in a variety of appli-

cation environments. These data can be heavily time-dependent, such as audio and video

in a motion picture, and can require time-ordered presentation during use. The task of

coordinating such sequences is called multimedia synchronization or orchestration. Synchro-

nization can be applied to the playout of concurrent or sequential streams of data, and also

to the external events generated by a human user. Consider the following illustration of a

newscast (adapted from [36]), shown in Fig. 1. In this illustration multiple media are are

shown versus a time axis in a timeline representation of the time-ordering of the application.
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Figure 1: “Action News” Timeline Representation

Temporal relationships between the media may be implied, as in the simultaneous ac-

quisition of voice and video, or may be explicitly formulated, as in the case of a multimedia

document which possesses voice annotated text. In either situation, the characteristics of

each medium, and the relationships among them must be established in order to provide

coordination in the presence vastly different presentation requirements.

In addition to simple linear playout of time-dependent data sequences, other modes of

data presentation are also viable, and should be supported by a multimedia information

system (MMIS). These include reverse, fast-forward, fast-backward, and random access. Al-

though these operations are quite ordinary in existing technologies (e.g., VCRs), when non-

sequential storage, data compression, data distribution, and random communication delays

are introduced, the provision of these capabilities can be very difficult.
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In this chapter, we describe time-based media representations with respect to specifica-

tion, user interaction, and system timing enforcement. The primary issues deal with the

physical level, the service level, and the human interface level [73]. At the physical level,

data from different media are multiplexed over single physical connections or are arranged

in physical storage. The service level is concerned with the interactions between the multi-

media application and the various media, and among the elements of the application. This

level deals primarily with intermedia synchronization necessary for presentation or playout.

The human interface level describes the random user interaction to a multimedia informa-

tion system such as viewing a succession of database items, also called browsing. We also

overview important temporal models necessary to describe time-dependent media, and sur-

vey various approaches for their specification. Furthermore, we describe the implications of

time-dependent data retrieval in a real system.

The remainder of this chapter is organized as follows. In Section 2 we describe basic

models of time. Section 3 describes representations of time with respect to multimedia timing

specification and delivery. Section 4 describes the data presentation or delivery problem.

Section 5 concludes the chapter.

2 Models of Time

A significant requirement for the support of time-dependent data playout in a multimedia

system is the identification and specification of temporal relations among multimedia data

objects. In this section we introduce models of time that can be applied to multimedia

timing representations, and introduce appropriate terminology.

As a multimedia author, we seek to specify the relationships between the components

of this application. The service provider (the multimedia system) must interpret these

specifications and provide an accurate rendition. The author’s view is abstract, consisting

of complex objects and events that occur at certain times. The system view must deal with

each data item, providing abstract timing satisfaction as well as fine-grained synchronization

(lip sync) as expected by the user. Furthermore, the system must support various temporal

access control (TAC) operations such as reverse or fast playout.

Time-dependent data are unique in that both their values and times of delivery are

important. The time dependency of multimedia data is difficult to characterize since data

can be both static and time-dependent as required by the application. For example, a set
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of medical cross-sectional images can represent a three-dimensional mapping of a body part,

yet the spatial coordinates can be mapped to a time axis to provide an animation allowing

the images to be described with or without time dependencies. Therefore, a characterization

of multimedia data is required based on the time dependency both at data capture, and at

the time of presentation (see Table 1) [45].

Table 1: Definitions of Time Dependencies

static no time dependency
discrete single element
transient ephemeral
natural or implied real-world time dependencies
synthetic artificially created time dependencies
continuous playout is contiguous in time
persistent maintained in a database
live data originate in real-time
stored-data data originate from prerecorded storage

Time dependencies present at the time of data capture are called natural or implied [45]

(e.g., audio and video recorded simultaneously). These data streams often are described as

continuous because recorded data elements form a continuum during playout, i.e., elements

are played-out contiguously in time. Data can also be captured as a sequence of units which

possesses a natural ordering but not neccessarily one based on time (e.g., the aforementioned

medical example). On the other hand, data can be captured with no specific ordering (e.g.,

a set of photographs). Without a time dependency, these data are called static. Static data,

which lack time dependencies, can have synthetic temporal relationships (e.g., Fig. 1). The

combination of natural and synthetic time dependencies can describe the overall temporal

requirements of any pre-orchestrated multimedia presentation. At the time of playout, data

can retain their natural temporal dependencies, or can be coerced into synthetic temporal

relationships. A synthetic relation possesses a time-dependency fabricated as necessary for

the application. For example, a motion picture consists of a sequence of recorded scenes,

recorded naturally, but arranged synthetically. Similarly, an animation is a synthetic ordering

of static data items. A live data source is one that occurs dynamically and in real-time, as

contrasted with a stored-data source. Since no reordering, or look-ahead to future values is

possible for live sources, synthetic relations are only valid for stored-data.

Data objects can also be classified in terms of their presentation and application lifetimes.

A persistent object is one that can exist for the duration of the application. A non-persistent
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object is created dynamically and discarded when obsolete. For presentation, a transient

object is defined as an object that is presented for a short duration without manipulation.

The display of a series of audio or video frames represents transient presentation of objects,

whether captured live or retrieved from a database. Henceforth, we use the terms static

and transient to describe presentation lifetimes of objects while persistence expresses their

storage life in a database.

In the literature, media are often described as belonging to one of two classes; continuous

or discrete [29, 68, 52]. This distinction is somewhat confusing since time ordering can be

assigned to discrete media, and continuous media are time-ordered sequences of discrete ones

after digitization. We use a definition attributable to Herrtwich [28]; continuous media are

sequences of discrete data elements that are played out contiguously in time. However, the

term continuous is most often used to describe the fine-grain synchronization required for

audio or video.

2.1 Conceptual Models of Time

In information processing applications, temporal information is seldom applied towards syn-

chronization of time-dependent media, rather, it is used for maintenance of historical infor-

mation or query languages [67, 74]. However, conceptual models of time developed for these

applications also apply to the multimedia synchronization problem. Two representations are

indicated. These are based on instants and intervals [5], described as follows.

8:00 am 4:00 pm 12:00 am 8:00 am

8 hours 8 hours

Figure 2: Instants vs. Intervals

A time instant is a zero-length moment in time, such as “4:00 PM.” By contrast, a time

interval is defined by two time instants and therefore, their duration (e.g., “100 ms” or “9

to 5”). Intervals are formally defined as follows: let [S,≤] be a partially ordered set, and let

a, b be any two elements of S such that a ≤ b. The set {x|a ≤ x ≤ b} is called an interval of

S denoted by [a, b]. Time intervals are described by their endpoints (e.g., a and b as defined

above). The length of such an interval is identified by b − a. The relative timing between
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two intervals can be determined from these endpoints. By specifying intervals with respect

to each other rather than by using endpoints, we decouple the intervals from an absolute or

instantaneous time reference, leading us to temporal relations.

There are thirteen ways in which two intervals can relate in time [26], whether they over-

lap, abut, precede, etc. These relations are indicated graphically by a timeline representation

shown in Fig. 3 [1]. The thirteen relations can be represented by seven cases because six

of them are inverses. For example, after is the inverse relation of before, or equivalently,

before−1 is the inverse relation of before (a equals b is the same as b equals a). For in-

verse relations, given any two intervals, it is possible to represent their relation by using the

noninverse relations only by exchanging the interval labels. The equality relation has no

inverse.

α before β

α meets β

α overlaps β

α starts β

α equals βα during  β
-1

α finishes  β
-1

α β

α

α

α

α

α

β

β

β

β

β

α

β

Figure 3: Binary Temporal Relations

Temporal intervals can be used to model multimedia presentation by letting each interval

represent the presentation time of some multimedia data element, such as a still image or

an audio segment. These intervals represent the time component required for multimedia

playout, and their relative positioning represents their time dependencies. Fig. 4 shows

audio and images synchronized to each other using the meets and equals temporal relations.

For continuous media such as audio and video, an appropriate temporal representation is a

sequence of intervals described by the meets relation. In this case, intervals abut in time, and

are non-overlapping, by definition of a continuous medium. With a temporal-interval-based

(TIB) modeling scheme, complex timeline representations of multimedia object presentation

can be delineated.
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Figure 4: Temporal Interval Representation of Audio and Video

3 Time and Multimedia Requirements

The problem of synchronizing data presentation, user interaction, and physical devices re-

duces to satisfying temporal precedence relationships under real timing constraints. In this

section, we introduce conceptual models that describe temporal information necessary to rep-

resent multimedia synchronization. We also describe language and graph-based approaches

to specification and survey existing methodologies applying these approaches.

The goal of temporal specification is to provide a means of expressing temporal rela-

tionships among data objects requiring synchronization at the time of their creation, in the

process of orchestration. This temporal specification ultimately can be used to facilitate

database storage, and playback of the orchestrated multimedia objects from storage.

To describe temporal synchronization, an abstract model is necessary for characterizing

the processes and events associated with presentation of elements with varying display re-

quirements. The presentation problem requires simultaneous, sequential, and independent

display of heterogeneous data. This problem closely resembles that of the execution of se-

quential and parallel threads in a concurrent computational system, for which numerous

approaches exist. Many concurrent languages support this concept, for example, CSP [30]

and Ada, however, the problem differs for multimedia data presentation. Computational sys-

tems are generally interested in the solution of problems which desire high throughput, for

example, the parallel solution to matrix inversion. On the other hand, multimedia presenta-

tion is concerned with the coherent presentation of heterogeneous media to a user, therefore,

there exists a bound on the speed of delivery, beyond which a user cannot assimilate the

information content of the presentation. For computational systems it is always desired to

produce a solution in minimum time. An abstract multimedia timing specification concerns

presentation rather than computation.

To store control information, a computer language is not ideal, however, formal language

features are useful for the specification of various properties for subsequent analysis and
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validation. Many such languages or varying capabilities exist for real-time systems [81], (e.g.,

RT-ASLAN, ESTEREL, PEARL, PAISLey, RTRL, Real-Time Lucid, PSDL, Ada, HMS

Machines, COSL, RNet etc.). These systems allow specification and analysis of real-time

specifications, but not guaranteed execution under limited resource constraints. Providing

guaranteed real-time service requires the ability to either formally prove program correctness,

demonstrate a feasible schedule, or both. In summary, distinctions between presentation and

computation processing are found in the time dependencies of processing versus display, and

the nature of the storage of control flow information.

Timing in computer systems is conventionally sequential. Concurrency provides simulta-

neous event execution though both physical and virtual mechanisms. Most modeling tech-

niques for concurrent activities are specifically interested in ordering of events that can occur

in parallel and are independent of the rate of execution (i.e., their generality is independent

of CPU performance). However, for time-dependent multimedia data, presentation timing

requires meeting both precedence and timing constraints. Furthermore, multimedia data do

not have absolute timing requirements (some data can be late).

A representation scheme should capture component precedence, real-time constraints,

and provide the capability for indicating laxity in meeting deadlines. The primary require-

ments for such a specification methodology include the representation of real-time semantics

and concurrency, and a hierarchical modeling ability. The nature of multimedia data pre-

sentation also implies further requirements including the ability to reverse presentation, to

allow random access (at a start point), to incompletely specify timing, to allow sharing of

synchronized components among applications, and to provide data storage of control infor-

mation. Therefore, a specification methodology must also be well suited for unusual temporal

semantics as well as be amenable to the development of a database for timing information.

In this section we investigate the requirements of of multimedia data types with respect

to time. The important requirements include the ability to specify time in a suitable manner

for authoring, the support of temporal access control (TAC) operations, suitability for inte-

gration with other models (e.g., spatial organization, document layout models). In Section

4 we describe related requirements with respect to enforcing temporal specifications and

delivery.
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3.1 Relative Versus Absolute Timing Specification

Timing relationships can be described using relative or absolute timing. In this section we

describe the limitations of these two representations.

3.1.1 Temporal Instants

An instant-based temporal reference scheme has been extensively applied in the motion

picture industry, as standardized by the Society of Motion Picture and Television Engineers

(SMPTE). This scheme associates a virtually unique sequential code to each frame in a

motion picture [66]. By assigning these codes to both an audio track and a motion picture

track, intermedia synchronization between streams is achieved. This absolute, instant-based

scheme presents two difficulties when applied to a computer-based multimedia application.

First, since unique, absolute time references are assumed, when segments are edited or

produced in duplicate, the relative timing between the edited segments becomes lost in

terms of playout. Furthermore, if one medium, while synchronized to another, becomes

decoupled from the other, then the timing information of the dependent medium becomes

lost. This scenario occurs when audio and image sequences are synchronized to a video

sequence with time codes. If the video sequence is removed, the remaining sequences do not

have sufficient timing information to provide inter-media synchronization (Fig. 5). Instant-

based schemes have also been applied using MIDI (Musical Instrument Digital Interface) time

instant specification [49] as well as via coupling each time code to a common time reference

[31]. Other work using instant-based representation includes [75] for editing multimedia

presentations using timelines.

images video audio images audio

Figure 5: Decomposition Anomalies in an Instant-Based Representation
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3.1.2 Temporal Intervals

Temporal intervals can be used to model multimedia presentation by letting each interval

represent the presentation of some multimedia data element, such as a still image or an audio

segment using TIB modeling. TIB representations are fundamental to the study of time

and temporal logic [1]. TIB representations asing temporal relations applied to multimedia

include HyTime [10], ODA [34] and ODA extensions [29], the work of Little and Ghafoor

[41, 46], Dimitrova and Golshani [19] for supporting temporal queries.

Standardization activities have resulted in several approaches to synchronization for elec-

tronic documents, including hypermedia. For electronic document representation and inter-

change, the Office Document Architecture (ODA) [34] describes parallel, sequential, and

independent temporal control [22, 56] but does not support synchronization for continuous

types. However, there are proposals to extend the ODA model for this purpose [29].

Other existing approaches to timing specification for multimedia either rely on simple

time precedence relationships or are based on temporal intervals. Of the ones based on

intervals, most only provide support for the simple parallel and sequential relationships.

Synchronization can be accomplished using a purely TIB representation, with explicit cap-

ture of each of the thirteen temporal relations [65], or with additional operations to facilitate

incomplete timing specification [29].

The notion of temporal intervals can also support reverse and partial playout activities.

For example, a recorded stream of audio or video can be presented in reversed order. For this

purpose, reverse temporal relations can be defined. These relations, derived from the forward

relations, define the ordering and scheduling required for reverse playout. Furthermore,

partial interval playout is defined as the playout of a subset of a TIB sequence [46].

3.1.3 Parallel and Sequential Relations

A common representation for time-dependent media relies on a subset of the thirteen tem-

poral relations by using only the parallel (equals) and sequential (meets) relations. By

restricting temporal composition operations to these relations, most temporal interactions

can be specified. This approach has been used by Poggio et al. in the development of the

Command and Control Workstation Project (CCWS) [55], by Postel [57] (also including an

independent relationship, and by Ravindran [61] using AND-OR graphs and an occurs–after

relation to specify timing precedence.
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time

aperiodic sequence

periodic sequence

Figure 6: Aperiodic Interval Conversion

This definition also requires uniform representation of data elements to eliminate overlap

in time. Conversion from aperiodc representations can be achieved by decomposing larger

intervals into a uniform size as shown in Fig. 6.

3.2 Temporal Access Control

A significant requirement for a media representation is the support of TAC operations. These

operations provide the base functionality on which time-based multimedia applications can

be built, including the system support (delivery) described in Section 4. Clearly there are

common characteristics required by the media authoring system, the user TAC functional-

ity, and the system support primitives. Here we introduce and identify the following TAC

operations:

• reverse

• fast-forward

• fast-backward

• midpoint suspension

• midpoint resumption

• random access

• looping

• pseudo-sequential access (browsing)

These operations can be implemented in various ways. For example, fast-forward can

be provided either by skipping video frames, or by doubling the rate of playout. Therefore,

these operations can imply vastly different data structures and system delivery functionality.
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3.3 Incomplete Timing

Under some conditions, it may be desirable to introduce incomplete timing specifications as

can often arise when a time-dependent data are to be played out in parallel with static ones

[29] (Fig. 7). For example, if an audio segment is presented in synchrony with a single still

picture, the time duration for image presentation could be unspecified and set to the duration

of the audio segment. Incomplete specification can allow the static medium to assume the

playout duration of the continuous medium. It is always possible to incompletely specify the

timing for the parallel equals relation when only one medium is not static. For other types

of relations, more information is required to describe the desired temporal result.

time

unknown duration

known duration

Figure 7: Incomplete Timing Specification

If both media have preassigned but unequal time durations, synchronous playout requires

forcing one medium to alter its timing characteristics by time compression/expansion or data

dropping/duplication. This kind of timing coercion is straightforward in theory [41, 29] but

has limited applicability to some media (e.g., music).

3.4 Temporal Transformations

Temporal transformations change one frame of time reference to another as illustrated in

Fig. 8. These transformations can meet the conceptual TAC operation requirements al-

though they can also be restricted by limitations of system delivery mechanisms. Temporal

transformations include

• scaling

• cueing

• inverting

• translation (shifting)
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time
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Figure 8: Common Temporal Transforms

Temporal transformations can be applied to many time-based representations. If a time-

based representation expresses precedence and ordering, or relative timing, temporal trans-

formations can provide a mapping from the representational domain to a playout time co-

ordinate system. This approach is used by the Athena Muse system [31], HyTime [51],

Herrtwich [28], Gibbs et al. [24], Dannenberg, [12], and many others. For example, the

relative timing of video frames as described by sequence numbers (i = 1, 2, 3, ...) can be

mapped to real-time units of 15, 30, or n frames/s as illustrated in Fig. 9. In the Athema

Muse system [32], time is described as a dimension that can be manipulated apart from

real-time, and is treated as a virtual dimension. The system must provide support for any

transformation or manipulation of this dimension (a virtual time coordinate system).

real time

virtual time

Figure 9: Projection of Virtual Time to Playout (Real) Time

Some of the requirements for time-dependent data are not well described by either the

graph or language-based specifications. For example, to reduce (slow motion) or increase

(fast-forward) the speed of a multimedia presentation via temporal transformation, these

temporal models are deficient. These requirements can be addressed by temporal abstrac-

tions, which are means to manipulate or control the presentation of a temporal specification

via time reference modification.
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Various virtual time abstractions have been described in the literature [28, 3, 10]. These

describe the maintenance of a time reference that can be scaled to real-time and adjusted to

appropriate playout speeds (e.g., Fig. 9). If real-time is defined as nominal clock time as we

perceive it, then virtual time is any other time reference system suitable for translation to

real-time. For example, a unitless reference can be converted, or projected [10] to real-time

system by any scaling or offsetting operations. In this manner, the output rate and direction

for a sequence of data elements can be changed by simply modifying this translation, i.e., an

entire temporal specification, language or graph-based, can track a specific time reference or

translation process.

For continuous data, temporal information can be encapsulated in the description of the

data using the object-oriented paradigm [28]. Using such a scheme, temporal information

including a time reference, playout time units, temporal relationships, and required time

offsets can be maintained for specific multimedia objects.

A timed data stream s = {mi} where m =(data value, time stamp, duration). This is

combined with access modifier called clock, which acts upon the encapsulated data:

clock = (R, S, V0, T0)

where R is the clock rate (1/R is its period), S is the speed (nominally of unit value –

similar to utilization), V0 is the initial clock value, and T0 is the absolute start time of the

clock. The clock provides a time reference system to the timed data stream. Using the clock,

the ith item is defined as

mi = (V0 + iS/R, T0 + i/R, 1/R)

i.e., the time capsule can define the behavior of a periodic stream and also provide various

TAC operations through transformations.

If the data are periodic, this approach can define the time dependencies for an entire se-

quence by defining the period or frequency of playout (e.g., 30 frames/s for video). Similarly,

for mixed-type time-dependent data, there have been several proposals for their conceptual

modeling, most based on TIB schemes [11, 29, 65].

Another scheme, used in the Etherphone environment [78], defines abstractions for con-

tinuous media of audio and video. Here samples and frames describe the basic audio and
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video data unit sizes, respectively. Strands are defined as sequences of either audio samples

or video frames. When strands become aggregated or interleaved, they become ropes.

3.5 Non-Temporal Transformations

Another important requirement of a temporal representation scheme is the ability to indicate

non-temporal transformations of data. These transformations include the fading of audio

and video signals, mixing of channels, color enhancement of images, generation of fonts, etc.

To distinguish these from temporal transformations we call these spatial operations [43]. A

number of time-based data representations have been proposed to capture both spatial and

temporal transformations. These include the work of Herrtwich [28], and Gibbs et al. [24].

time

t
1

t
2

t
3

t
4 

fade interval

scene 1

scene 2

soundtrack

Figure 10: Fading Interval

Typically both a time-based representation and a spatial transformation model is required

to describe a complex multimedia orchestration. Fig. 10 illustrates this point. Here, two

video scenes are synchronized with a soundtrack (music) but overlap during a fade interval.

Over this interval the visual effect is one of a fading of one scene to the other. This activity

can be described as a spatial transformation or process applied to the video data. Few

representational schemes have an appropriate means of represeating this time-dependent

transformation in a uniform data model (i.e., video is not preprocessed to provide the fading

effect).

3.6 Abstractions for Authoring and Visualization

Multimedia authoring (described elsewhere) of time-dependent multimedia presentations

requires some means of abstracting the final product via a representational scheme. Both

language-based (including scripting) and flow graph- (or icon) based approaches have been
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proposed. In each case, the significant requirement is the ability to represent concurrency

and to specify real-time presentation timing.

3.6.1 Graph-Based Representations

Although some language-based or script-based representations satisfy these requirements,

graphical models have the additional advantage of pictorially illustrating synchronization

semantics, and are suitable for visual, icon-based orchestration of multimedia presentations.

Graph-based representations satisfying these requirements include timelines, flowgraphs, the

Timed Petri net [54, 41, 70, 21], and temporal hierarchies [61, 46].

video

graphics image

voice

music

delay

delay

delay

video

music

voice

Figure 11: OCPN for the “Action News” Example

For example, Fig. 11 represents an OCPN (Object Composition Petri Net - a TPN

derivative [41]) of the “Action News” example of Fig. 1. This TPN explicitly captures

any of the temporal relations, and can provide simulation in both the forward and reverse

directions. Each place in this TPN represents the playout of a multimedia object while

transitions represent synchronization points. In contrast, the TPNs of Stotts and Furuta

[70] and Fujikawa [21] are designed to capture the nondeterministic actions introduced by a

user through browsing.

3.6.2 Script-Based Representations

There are a number of language-based temporal representation schemes generally formulated

on parallel and sequential programming language features. Scripts represent a subset of this

classification, but are derived from the scripting of theatrical works.

For language-based schemes, an extension for the language CSP has been proposed to

support multimedia process synchronization, including a resolution of the synchronization
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blocking problem for continuous media [68]. Various other language-based approaches have

also been proposed (e.g., specification using LOTOS (Language Of Temporal Ordering Spec-

ification) [79], and process-oriented synchronization in CCWS [55]).

HyTime (Hypermedia/Time-based Structuring Language – ISO/IEC Draft International

Standard DIS 10744) [10, 51] and the HyTime application SMDL (Standard Music De-

scription Language) [11] are language-based approaches to synchronization based on SGML

(Standard Generalized Markup Language, ISO/IEC 8879-1986). The HyTime specification

provides a scripted form of language specification. HyTime uses a SGML format, compre-

hensive, deals with temporal intervals and relationships, formulated to handle music, beyond

the scope of this discussion (the complexities of the representation, and this author’s knowl-

edge (me) of music representations). At this time there is no HyTime “engine” available for

interpreting HyTime documents.

Scripting is another possibility. Scripts are used in the description of music (e.g., Dan-

nenberg [14, 15, 16] as well as for indicating “paths” though documents [84]. Rennison et

al. present a scripting language for multimedia (MuXScript) [63]. Tsichritzis et al. describe

a representative scripting language [77] for multimedia time dependencies using sequential,

parallel and looping operations. For sequential operations, a1 occurring before a2 is specified

as

a1 >> a2

Similarly, parallel operations such that a1 occurs simultaneously with a2 can be specified

as

a1||a2

Furthermore, iteration of n times is specified with n∗a.

Some of the requirements for multimedia presentation are not well described by either the

graph or language-based specifications as described previously. To provide temporal trans-

formations such as playout rate changes, additional abstractions can be used as modifiers to

either a language-based or graph-based representation.

Additional requirements for authoring include support for spatial transformations, com-

position of composite orchestrations, relative timing management, recursion, encapsulation
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(hierarchy), iteration (looping), incomplete timing specification, and support for user input

(discussed in Section 3.7).

With respect to relative timing management, media editing operations such as cutting and

pasting result in segments of time-dependent data that must be repositioned in a multimedia

orchestration. Timing of individual data elements must be maintained with respect to the

selected elements rather than some absolute time.

3.7 Interaction and Synchronization

When a human user interacts with a multimedia system, the application must synchronize

the user and the external world. This can take the form of starting or stopping the presen-

tation of an object, posing queries against the database, browsing through objects, or other

inherently unpredictable user or sensor-initiated activities. For continuous-media systems,

user interaction also implies random access to a sequential form of information. Consider a

database of video stills representing scenes from an automobile, shot while looking out at

a city’s streets [40]. If the scenes are recorded at regular intervals, then a virtual “drive”

down the street is possible through animation. When the database contains images from

all possible orientations (e.g., all streets of a city), “driving” may include “turns” and cor-

responding jumps out of the sequential nature of the sequence of images corresponding to

a street. Synchronization in this case requires coordination of the multimedia presentation

with random external events created by the user. This application has been implemented

[64] for interactive movies by using the hypertext paradigm.

The essence of the hypertext paradigm is the nonlinear interconnection of information,

unlike the sequential access of conventional textual information. Information is linked via

cross-referencing between keywords or subjects to other fragments of information. It is

possible to represent this interaction using a graph-based model such as the Petri net [70, 71]

and also rely on a detailed time-based representation for individual data objects. Such a

Petri-Net-Based-Hypertext (PNBH) expresses information units as net places and links as

net arcs. Transitions in PNBH indicate the traversal of links, or the browsing of information

fragments. For example, in Fig. 12 we show a PNBH network consisting of segments of

an interactive movie (such as Lippman’s). These segments can be played-out in a random

order, as selected by the user and restricted by the semantics of the net.

Unlike the OCPN, which is a form of marked graph [54], net places in PNBH can have

multiple outgoing arcs, and therefore can represent nondeterministic and cyclic browsing.
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Instead, the OCPN specifies exact presentation-time playout semantics, useful in real-time

presentation scheduling. Clearly these two models complement each other for specifying

both user interaction and presentation orchestration.

scene 1

scene 2

scene 3 scene 4

scene 5scene 6

Figure 12: PNBH for Representing Relationships Between Scenes of a Motion Picture

Other important time ordering in multimedia includes the coordination of multiple users

in computer-supported collaborative work (CSCW) or group work technology. Important

considerations here are concurrency control for shared objects and the management of dis-

tributed data sources. Time management in CSCW is beyond the scope of this chapter,

however, some recent work on this topic includes Ravindran & Prasad [62], Ramanathan et

al. [58], and Yavatkar [82].

4 Support for System Timing Enforcement – Delivery

Temporal intervals and instants provide a means for indicating exact temporal specification.

However, the character of multimedia data presentation is unique since catastrophic effects

do not occur when data are not available for playout, i.e., deadlines are soft in contrast to

specification techniques which are designed for real-time systems with hard deadlines [20].

Time-dependent data differ from historical data which do not specifically require timely

playout. Typically, time-dependent data are stored using mature technologies possessing

mechanisms to ensure synchronous playout (e.g., VCRs or audio tape recorders). With

such mechanisms, dedicated hardware provides a constant rate of playout for homogeneous,

periodic sequences of data. Concurrency in data streams is provided by independent physical

data paths. When this type of data is migrated to more general-purpose computer data

storage systems (e.g., disks), many interesting new capabilities are possible, including random
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access to the temporal data sequence and time-dependent playout of static data. However,

the generality of such a system eliminates the dedicated physical data paths and the implied

data structures of sequential storage. Therefore, a general MMIS needs to support new

access paradigms including a retrieval mechanism for large amounts of multimedia data,

and must provide conceptual and physical database schemata to support these paradigms.

Furthermore, a MMIS must also accommodate the performance limitations of the computer.

Once time-dependent data are effectively modeled, a MMIS must have the capability

for storing and accessing these data. This problem is distinct from historical databases,

temporal query languages [67, 74], or time-critical query evaluation [33]. Unlike historical

data, time-dependent multimedia objects require special considerations for presentation due

to their real-time playout characteristics. Data need to be delivered from storage based on a

prespecified schedule, and presentation of a single object can occur over an extended duration

(e.g., a movie). In this section we describe database aspects of synchronization including

conceptual and physical storage schemes, data compression, operating system support, and

synchronization anomalies.

4.1 Synchronization

The term synchronization defines the occurrence of simultaneous events. By using dedicated

devices and complete parallelism (e.g., the sound and image tracks of a motion picture)

synchronization can be achieved. In a more general purpose computer system, it is more

difficult to attain this goal. Instead, storage devices, the network, the system bus, and

dynamic memory must be carefully reserved and scheduled to provide similar but more

flexible functionality. At each component and at different levels of system abstraction the

synchronization requirements differ in character and control.

For multimedia data, the absolute synchronization requirement can be relaxed to different

degrees for each medium without adversely affecting their presentation quality. For example,

Table 2 shows the synchronization tolerances for various media (adapted from [27]).

We define timing parameters characterizing intermedia and real-time synchronization for

the delivery of periodic (e.g., audio and video) and aperiodic data (e.g., text and still images).

Parameters applicable to aperiodic data are maximum delay, minimum delay, and average

delay as measured with respect to real time or with respect to other aperiodic data [48]

(Table 2). For periodic data, maximum, minimum, and average delay are also applicable to

individual data elements, but in addition, instantaneous delay variation or jitter is important
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Table 2: Synchronization Tolerances for Various Media

medium maximum delay (s) maximum jitter (ms)
voice 0.25 10
video (TV quality) 0.25 10
compressed video 0.25 1
text 1 not applicable
data (file transfer) 1 not applicable
Image 1 not applicable

for characterizing streams. These parameters can describe time skew with respect to real-

time as well as to other periodic streams in an manner analogous to a phase angle.

real-time

playout time
(-2) (+2)(0)

(a) (b) (c)

Figure 13: Skew: (a) lagging, (b) none, (c) leading

Synchronization implies the occurrence of multiple events at the same instant in time.

If they occur at different instants they are skewed in time (Fig. 13). For two sequences

of events (e.g., sequences of audio and video data frames) individual differences between

corresponding events are called jitter, whereas the average difference over some interval of

n frames is called skew.

For periodic data such as audio and video, data can be lost resulting in dropouts or gaps

in playout. Such losses cause the stream of frames to advance in time or cause a stream lead.

Similarly, if a data frame is duplicated, it causes the stream to retard in time or a stream

lag.

Because many streams are possible, we characterize both intermedia and real-time refer-

ence skew for k streams using a matrix representation as,
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skew =

















0 sk1,2 sk1,3 sk1,k+1

sk2,1 0 sk2,3 sk2,k+1

sk3,1 0 sk3,k+1

skk+1,1 skk+1,2 skk+1,3 0


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











where skp,q describes the skew from stream p to stream q (q to p is negative) and the

k+1th element corresponds to a real-time reference. We also define a target skew matrix Θp,q

(similar to Ravindran’s divergence vector [61]) which indicates target values which can be

interpreted by a skew control function. Related to skew is data utilization [42]. Utilization U

describes the ratio of the actual presentation rate to the available delivery rate of a sequence

of data. Frame drops will decrease utilization whereas duplicates will increase utilization

from its nominal unit value.

We define three measures of synchronization. The first defines single event synchroniza-

tion. The second is a generalization of the event synchronization, and the third is specific

to periodic stream data characteristic of audio and video data and is more practical to im-

plement. In each case, synchronization depends on multiple event occurrences including a

reference event and a synchronized event.

playout duration τ

now

time 

laxity

playout deadline π

Figure 14: Single Event Synchronization

Definition 1 A data item (object) with actual playout time ρ is synchronized with playout

reference time π iff

|ρ − π| ≤ θ

where θ is the synchronization tolerance. Note that the units and time reference are arbitrary

as long as they are consistent.

Definition 2 Definition: A composite object with actual playout times P = {ρi} is synchro-

nized with playout reference times Πi = {πi} iff

∀i, |ρi − πi| ≤ θi
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where Θ = {θi} are the synchronization tolerances between each element and the reference.

This definition is similar to Ravindran’s divergence vector [61] and Gibbs’ definition of

synchronization [24].

Definition 3 A continuous, periodic data stream comprised of n elements with actual play-

out times P = {ρi} is synchronized with respect to a playout reference time π and period τ

iff

∀i, 0 ≤ i < n, |ρi − π − i(τ + ε)| ≤ θ

where θ is the synchronization tolerance for the stream and ε is the clock drift tolerance.

This definition allows for a drift in the actual playout times with respect to the reference.

Furthermore, this tolerance can be described as a maximum, or a statistical value.

The synchronization tolerance can also be defined with respect to sequential and parallel

events as shown in Fig. 15, where θp describes the timing tolerance between parallel envents

and θs describes the tolerance between sequential events.

time

t
1

t
2

t
3

t
4 

scene 1 audio

scene 1 video

scene 2 audio

scene 2 video

s
θ

p
θ

Figure 15: Synchronization Tolerance

In each definition of synchronization, the reference and actual playout times can be

in any consistent frame of reference or coordinate system and therefore can be applied in

conjunction with the aforementioned (linear) temporal transformations.

Definition 3 is intended for continuous audio and video for which cumulative error can be

more significant than the relative error. The cumulative error is associated with the ε in the

aforementioned definition. Relative timing refers to the θ in the previous definitions whereas

absolute timing refers to the θi. For these data, sample rates and frame rates define the

playout times for individual data elements. For aperiodic data, the simplicity of Definition

3 can be applied by conversion to a periodic stream [28] as illustrated in Fig. 6.
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4.2 Data Structures for Temporal Representation

To to support a time-based representation, a MMIS must capture the representation using an

appropriate data structure that is suitable for subsequent application and TAC functionality

and is also appropriate for object evolution through object editing. Because multimedia data

are large with respect to data storage, a data structure supporting a temporal representation

must be suitable for efficient data retrieval via database indexing and query.

Few language or graph-based representation techniques specify appropriate data struc-

tures that support subsequent TAC operations on a database schema. One such approach

provides a mapping from a specification methodology to a database schema using the TPN

and the relational database model [46]. In this case, temporal intervals and relationships

are described by a timeline representation in an unstructured format, or by a TPN in a

structured format. Using a TPN, temporal hierarchy can be imparted to the conceptual

schema as sets of intervals bound to a single temporal relation are identified and grouped.

For example, this process is applied to the TPN of Fig. 11, resulting in the conceptual

schema of Fig. 16.

overlaps

starts

equals meets

finishes-1

graphics:
 "Action 
  News..."

  vioce:
"Action 
 News..."

    video:
globe spins

   audio:
intro music

    audio:
music fades

  video:
newsman

   voice:
newsman

image:
 story

"newscast"

meets

intro and first story
second story

Figure 16: Temporal Hierarchy for the “Action News”
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With this approach, the time-base representation can be translated to a conceptual

schema in the form of a temporal hierarchy representing the semantics of the specifica-

tion approach. Subsets or subtrees of this hierarchy represent subsets of the specification,

illustrating the capability of composing complex multimedia presentations. Leaf elements

in this model indicate base multimedia objects (audio, image, text, etc.), and additional

attributes can be assigned to nodes in the hierarchy for conventional DBMS access. Tim-

ing information is also captured with node attributes, allowing the assembly of component

elements during playout.

4.3 Physical Storage Models

Given a timing specification for a multimedia application, the physical system must meet

these requirements. Problems arise due to the strict timing requirements for playout of

time-dependent data.

The multimedia types of audio and video require very large amounts of storage space

and will exist, when not live, in secondary storage. In order to meet the presentation

requirements for these data, there are some obvious storage organizations to facilitate data

transfer from secondary storage to display. For example, data can be stored in contiguous

blocks on disk in the same order as playout. If disk transfer rates are not attainable for a

certain data type, then disk interleaving can be used to produce the necessary data rates, as

has been successfully implemented for a monochrome video-in-windows display [35]. When

multiple streams originate from the same storage device, interleaving of data is necessary

both to maintain data rates suitable for the quality of the stream, as well as to prevent

conflict between the interacting streams. Approaches for the placement of audio and video

data streams on a rotating-disc storage device has been investigated by Yu et al. [80, 83],

Gemmell and Christodoulakis [23], and Rangan and Vin [59].

Some data placement schemes rely on maintaining a fixed transfer rate between disk and

display. In the event that the system becomes busy with some other task, it is possible to

corrupt the playout sequence, causing a perceptible shortage of data resulting in a blank

screen or silence in video and audio output. An alternate approach proposed resolves this

contention problem by providing a variable quality of data transfer if there is contention in

the system [53, 25]. The key to this scheme is the storage (or generation) of data frames in

such a manner as to provide high or low-resolution data retrieval of the same sequence.
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4.4 Data Compression

Since multimedia data types have enormous storage and communications requirements, data

compression is desirable, if not essential to enable multimedia applications. In this section,

some of the implications of data compression on continuous-mode data are discussed.

Many data encoding formats exist for stream-type data. For most uncompressed formats

we can delineate fixed data units, for example, video frames at 30 frames/s or audio sam-

ples at 3000 samples/s. Since these data are produced at regular intervals, they are called

constant bit rate (CBR). Compression schemes for stream-type data can result in CBR or

variable bit rates (VBR). The advantage of compressed data is clearly the savings in storage

space and communication bandwidth. However, it becomes more difficult to identify points

of synchronization between streams requiring synchronization when VBR compression is

applied. The reason is as follows. Compression schemes use both intra and inter-frame cod-

ing. Intra-frame coding applies compression schemes within a single time-dependent frame.

Therefore, a timing specification can apply to the self-contained frame before, during, and

after compression. For inter-frame coding, compression schemes apply across a sequence of

frames. For the proposed MPEG (Moving Picture Experts Group) coding scheme [38], dif-

ferential values are generated for sequences of frames between inter-frame coded ones. This

approach presents several problems for synchronization. First, it is desirable to have the

ability to start at an arbitrary point in the continuous stream. With inter-frame coding this

is not possible without first regenerating intermediate frames. Second, in order to provide

reverse presentation, differential values must be available in both directions. The ability to

begin presentation at an arbitrary point in a stream or to choose direction is part of the

larger problem of providing random access or random insertion points into a stream-type

object. These problems are approached in the MPEG scheme. To provide random insertion

points, intra-frame coding is used at intervals as often as required for access as specified by

the application. Reverse playout is accommodated by bidirectional differential frames.

4.5 System Support for Synchronization

For supporting time-dependent media, a MDBMS must deal with storage device latencies

including ones due to data distribution across a network. MMIS support for time-dependent

data requires an operating system that is tailored to the specific requirements of real-time

multimedia data. Unlike hard real-time systems, the inability to meet a deadline for multi-

media data is unlikely to cause a catastrophic result. However, the design of such a system
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must account for latencies in each system component in the delivery of data from storage

to the user. Specific scheduling is required for storage devices, the CPU, and communica-

tions resources. Recent work in the design of systems support for multimedia data includes

[17, 18, 44, 4, 2].

Similarly, providing a transport mechanism for time-dependent data requires managing

the resources of a computer network. For delay-sensitive media, these resources are commu-

nication bandwidth and end-to-end delay. The problem of synchronization across a network

is most acute when providing intermedia synchronization for multiple independent stored-

data sources. In this case, to achieve intermedia synchronization, random network delays

on each connection must be overcome, in spite of variations in clock rates at each remote

data source. Typically, the delay variations on each channel are estimated during connection

set-up, and an end-to-end delay, called a control time is introduced, representing an interval

over which buffering is applied. The result of this buffering is a reshaping of the channel

delay distribution to reduce variance.

4.6 Synchronization Anomalies

When data are delayed and are not available for playout, a synchronization anomaly occurs.

At the output device, this can result in a gap in the sequence of presented elements, or a

shortage of data to present per unit time. Policies for handling late-arriving data include

discarding them or changing the playout rate to maintain a constant number of buffered

elements. When data are lost or discarded, reconstruction can also be used. Steinmetz [68]

proposes performing some alternate activity when a data element is not available, such as

extending the playout time of the previous element. Generally, when gaps in a data sequence

are ignored with respect to the playout rate, the loss of data elements when subsequent data

are available advances the sequence in time, and can be corrected by slowing the playout

rate until the schedule is correct. Approaches to synchronization of received packets include

varying the playout rate and the utilization of received data [50]. The expansion method lets

each packet be played out even if late. The result is the delay of all successive packets and

an accumulation of skew with time. Another approach is to ignore some data since much

redundant information is contained in the data streams, thereby preserving the duration of

the overall sequence. This is analogous to a reduction in packet utilization [42]. One further

gap-compensating technique for continuous media reconstructs the missing data elements.

This approach is to substitute alternate data for the missing data in the stream. The data are

chosen as null or non-null values (zero amplitude and waveform stuffing), or are interpolated
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from previous values [72].

5 Conclusion

We presented a review of temporal representations for time-dependent multimedia data,

and their suitability for supporting data various delivery operations including presentation.

Significant issues remain for providing time-dependent delivery of multimedia data in a

general multimedia information system. The primary issues are specification and storage of

temporal information describing the time dependencies of multimedia data, provision of an

enforcement mechanism for temporal specifications, and accommodation of the latency in

the retrieval of time-dependent data when they are not available for playout.
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