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Abstract–Video production involves conceiving a story, shooting raw video footage, and

editing the final piece. Editing involves manually cutting frames and frame sequences from

the raw video and composing the sequences with special effects to render the production

sequence of the original story concept. The introduction of digital video technology now

greatly expedites this process and allows for novel automatic manipulation of recorded video

segments without human intervention. One example is the automatic manipulation or com-

position of news video segments for personalized delivery to individuals.

A digital video production system (DVPS) encompasses the acquisition, storage, se-

lection/editing, composition, and customization of video data. A DVPS cannot operate

completely automatically as a human needs to participate in the creation of the video data;

however, we believe that it is possible to automate the subsequent steps with suitable re-

strictions and assumptions on the process. In this chapter, we describe the video production

process and the implications for the process due to digital technology. We also describe the

requirements of an automatic digital video production system to achieve editing, composi-

tion, and customization.
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1 Introduction

Conventional video production consists of three phases: preproduction, production, and

post-production [14]. The preproduction phase involves conceiving a story idea, conduct-

ing background research, and laying out the desired pieces. In the production phase raw

footage is shot according to the script. Finally, the post-production phase involves editing

the footage, dropping shots/frames, and sequencing the shots to achieve desired effect and

narrative (story). These three phases are involved in all video production systems including

current electronic news gathering (ENG) techniques for television. The ENG process origi-

nated in the 1930s using drawings, photographs, and newsreel footage produced for motion

picture distributors in production. Later, networks relied on wire services and newsreel com-

panies for their footage. The latency between event occurrence and airing was reduced with

the introduction of high quality portable cameras, the means for rapid editing, and live video

satellite feeds. ENG continues to be in transition; however, the basic methods of gathering

and assembling a video-based news story has remained the same.

The development of next-generation video production systems is heavily influenced by the

capabilities of new digital technology. For example, higher network bandwidth, streaming-

enabled data transfer protocols, large-scale storage servers, digital video capturing equip-

ment, high compression rates, and high-end multimedia-enabled workstations/terminals all

are fueling this change. Once in the digital domain, video scenes/shots can be manipulated

through automatic on-line selection, editing, assembly, and dissemination. Video that has

been used to create a movie or a news story no longer needs to be used in a single rendering

but can be used in multiple contexts without involving an extensive reproduction process.

In conventional production systems, a human decides which video segments should be

used and how they should be assembled. In an automatic digital video production system

(DVPS) these decisions are mechanized. To select and compose video segments, sufficient

information must be maintained about each segment to support the composition algorithms.

A DVPS requires modeling, capturing, storing, editing, managing, composing, and delivery

of video data. Each application, based on its objective, requires a data model and ontology

to support such composition. The data model and ontology specify the types of segments

that are required by the application, the type of information to be extracted for dynamic

searching capability, and the relationships among data required for composition. All of these

data are managed by a digital video database or archive.

Newscasting, sportcasting, and distance learning are examples of on-demand applications
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that will be enabled with the use of archives of digital video. The World Wide Web can

serve as a front end to these applications with streaming delivery of video increasingly viable

due to better network bandwidth and video compression techniques that improve the quality

of image transmission. At the request of a user, appropriate video segments from multiple

video pieces can be selected, composed, and delivered and therefore, many compositions are

possible instead of the single composition of traditional video production. The major benefit

of this approach is a better mapping of user preferences to delivered content, including the

incorporation of advertising materials.

Recent regulatory and industrial developments include the FCC’s efforts to convert TV

stations from analog to digital [18] and the integration of Web-based technology with the TV.

WebTV [6, 18] is an example of such an integration. Enabling technologies such as Microsoft’s

Broadcast Architecture for Windows claim to allow an individual to choose content from

the Internet, local TV, cable TV, and other sources. Satellite-based systems also promise to

provide a means for both interactive, Internet-based services and digital TV. These indicators

suggest that viable applications based on digital video archives are not far out on the horizon.

There are a number of open issues involved in the shift from a conventional video pro-

duction to a DVPS. In the following we discuss these issues and the techniques associated

with video production, including editing, composition, and customization.

The remainder of this chapter is organized as follows. In Section 2 we describe the

processes involved in conventional video production. In Section 3 we describe the steps

involved in semiautomatic video production. In Section 4 we consider approaches to evaluate

results of automatic composition including performance metrics. Section 5 concludes the

chapter.

2 Conventional Video Production Systems

The production of a complete video2 piece involves a number of phases as illustrated in Figure

1. In the preproduction phase, before creating a video, an underlying concept or storyline

is developed that serves as a guide for production efforts. For example, in electronic news

gathering, a storyline is developed based on a current event or other cultural, social, political,

or experimental curiosity [14].

2In this chapter we use the terms “video” and “video data” interchangeably. Also, for simplicity of
discussion, we consider audio recorded with video to be an integral video component, even though audio
composition (e.g., voice-overs), is an important aspect of video production.
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e.g., Movie, News Item
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Scripting
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Concepts

Figure 1: The process of video production.

In the next phase, shots that create a beginning, middle, and an end of a story are

formalized conceptually. Once these items are determined, they are scripted. A script

contains detailed instructions of how and what is to be shot and serves to minimize effort

in the shooting process. For example, in ENG, a script can span many news items and can

consist of many pages of text.

The production phase involves the shooting of raw video footage. The location is pre-

pared, equipment is set up, and lights are arranged. A shot is composed while taking care

of balance and symmetry. Then the actual film shooting occurs and information about the

shot is logged. The process is repeated until all desired footage is complete, including shots

recorded to provide continuity between core pieces.

In the post-production phase, the raw video is manipulated and prepared for distribution.

In ENG or documentary-making a post-production script is prepared that describes the

information gathered and any necessary background information. The script can be written

before or during editing. This script is read (e.g., by an anchor person) in conjunction with

the edited video. Usually the prerecorded video shots are delivered to an editing point where

shots or frames are cut and composed for the final piece.

There are three methods of assembling shots [14]: cut-only, A/B roll, and nonlinear.

Cut-only assembly makes an instantaneous transition between two shots. If more subtle

transitions are required (e.g., fade, dissolve, and wipe) the A/B roll editing is used. In this

technique alternate shots are played from first (A) machine and then from the other (B)

machine and fed through a video switcher that creates special effects. Nonlinear editing,

in the basic application, requires a multiple-source system and computer control to yield
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these and other complex transitions. Once a film or video is edited, it is then rendered to

videotape or distributed via satellite to end-users.

3 Semiautomatic Digital Video Production Systems

Out of the three stages involved in video production, only the post-production stage can

be automated. The process of actual production (i.e., shooting raw video footage) requires

human involvement. Therefore, digital video production is, at best, a semi-automated pro-

cess. Editing and composition of digital video data are accomplished in the post-production

stage. However, before we realize our vision of dynamic and automatic composition of video,

we need to resolve a variety of issues surrounding this goal. A semiautomatic system re-

quires information about content for editing and composing a piece of video. The system

also requires techniques for composition. Therefore, identifying the information sufficient for

editing and composition, determining how the information should be extracted, and creating

techniques for cohesive video composition must be addressed.

In a semiautomatic DVPS, a user access scenario is as follows: video segments are se-

lected in response to a user’s request and selected segments are composed to create a story

that follows a logical sequence including a beginning, middle, and an end. For a dynamic

application, the key problem of sequencing segments falls into the post-production scripting

domain. The digital video editing and composition is supported by number of computer-

based tools. These tools aid a human operator in post-production but do not automate the

process. In the following subsections we briefly discuss these tools and describe techniques

necessary for full automation of the process.

3.1 Digital Video Editing

Conventional video editing is based on linear access to magnetic tape performed by a pro-

fessional. Nonlinear editing is achieved by digitizing analog video data to a random-access

medium such as magnetic disk. Today many personal-computer-based solutions exist for

this purpose. Segments can be easily recorded and manipulated with special effects such as

wipes, dissolves, fading in/out, distorting, and embossing. Digital video editing packages

such as Adobe Premier, Kohesion, and MediaStudio provide robust tools for commercial

and professional use [26]. In addition to functions for selection, transitions, and trimming,
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operations including ripple and rolling edits, multiple-track selection, jog, shuttle, and play

enable large amounts of footage to be quickly edited.

Some of the commonly available digital video formats include QuickTime, used in Apple’s

multimedia technology; Motion-JPEG, proposed by the Joint Photographic Experts Group;

AVI, used by Microsoft in its multimedia applications; MPEG, defined by the Motion Picture

Experts Group and including multiple formats (notable are MPEG-1, 2, and 4); RealVideo,

defined by RealNetworks and suitable for low-bandwidth, high-latency environments like the

Internet; and VXTreme, another streaming solution by VXTreme Inc. Most editing tools

use AVI, M-JPEG, MPEG, or QuickTime formats. Typical of the tools, Avid Cinema [21]

combines video editing software with a video input/output card. Analog video data are

converted into digital data for editing and then converted back to analog for playout as a

NTSC TV signal. Video data are compressed in the M-JPEG format. MediaStudio and

MGI VideoWave are some of the first packages to make use of MMX processor to speed up

the rendering processes. Recent development in 3D graphics cards also aids in improving

rendering speed [12], hence, speeding the editing process.

The aforementioned tools are designed to facilitate editing by a human operator. To

support dynamic video composition and delivery we require automatic selection and com-

position of video segments from an archive. The selection of segments from various sources

to form a new piece of video is called repurposing (Figure 2). To repurpose a segment with-

out human intervention, sufficient information must be associated with the raw video data.

Therefore, we require tools to extract and annotate information about video segments. To

support news video production, where time-to-production is critical, the process of video

data annotation must be fast and efficient. The process of information extraction and re-

lated issues are discussed next.

3.2 Video Processing for Information Extraction

Video processing for information extraction is a two-step process: establishment of informa-

tion to be extracted and the extraction process itself. The first step involves creating a model

for information to be extracted (Figure 3). Once this is defined, techniques for extracting

information consistent with the model are applied. These are described below.
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Timeline0

Video 1

Video 2

Video 3

Clinton Waving (1)

Clinton Speaking (2)

 Clinton Dining (3)

(1) (3)(2)

Figure 2: An example of video repurposing.

3.2.1 Data Models and Ontologies

The information that needs to be extracted from video data is dependent on the domain-

specific application. For example, in a slide show, we require knowledge of structural infor-

mation, type of slides, and their order. In a comedy clip, we need information about the

properties and behaviors of the objects involved. Therefore, before information extraction,

we need to establish the functionality of an application, what information will support the

functionality, and how different types of information are related. Next, an object ontology

can be defined based on the application domain and the aforementioned functionalities. The

defined ontology facilitates queries such as “retrieve a video of political meeting between

Clinton and Blair in the White House,” beyond simple keyword-based methods. Luke et al.

[13] define one such ontology for use by Web agents. An example of their ontology is shown

below.

<ONTOLOGY ‘‘out-ontology’’ VERSION = ‘‘1.0’’>

<ONTDEF CATEGORY = ‘‘Person’’ ISA = ‘‘org.Thing’’>

<ONTDEF RELATION = ‘‘lastName’’ ARGS = ‘‘Person STRING’’>

<ONTDEF RELATION = ‘‘firstName’’ ARGS = ‘‘Person STRING’’>

<ONTDEF RELATION = ‘‘marriedTo’’ ARGS = ‘‘Person Person’’>

<ONTDEF RELATION = ‘‘employee’’ ARGS = ‘‘org.Organization Person’’>

</ONTOLOGY>

The above ontology provides classification of “person” and “organization” and relation-
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ships of “marriedTo” and “employee.” This ontology can be used to retrieve results for

queries like “retrieve documents by Cook who is married to George Cook and works for

UMD.”

Segmentation

Interpretation

Metadata

Archive

Analysis & 
Interpretation

Data Model/Ontology

Figure 3: Schematic of video data processing.

In the video domain, we need to form an ontology that possesses sufficient semantics for

both information extraction and retrieval. Apart from the ontology, a model for video data

also needs to be defined. Two types of data models are commonly used: segmented and

stratified. In the segmented data model, narrative is isolated into small units and data are

accessed between shot endpoints. Shortcomings of segmentation include the absence of over-

lapping narrative and the inability to achieve the finest grain of decomposition. Information

appearing in only a few frames in a segment is associated with the complete segment. In

contrast, stratification achieves overlapping sets of shots by contextual descriptions called

strata. A stratum (Figure 4) provides access to data over a temporal span rather than

through shot endpoints.

3.2.2 Information Extraction

Two main approaches can be used to extract information from available data. First, if data

exists as discrete segments, each segment can be parsed for information and the information

can be stored as metadata. Second, if data exist as segments of video, the segments can

be further decomposed into sub-segments. As shown in Figure 3, information about the

complete piece (e.g., if the piece is a movie, then information about the title and producer)

is stored and the piece is subsequently segmented by identifying segment start and stop
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Septuplets born in Saudi Arabia

Nobel prizes announced

Princess Diana remebered
BU campus in chaos after coup

Pager with voice mail

news04/15/98 | 14833 |

news04/15/98 | 14941 |

news04/15/98 | 15156 |

news04/15/98 | 15421 |

news04/15/98 | 15687 |

news04/15/98 | 15789 |

news04/15/98 | 16094 |

news04/15/98 | 16211 |

news04/15/98 | 16420 |

news04/15/98 | 16600 |

news04/15/98 | 17100 |

news04/15/98 | 14700 |

news04/15/98 | 14561 |

news04/15/98 | 14321 |

news04/15/98 | 14445 |

President visits South America

Possible cure for Cancer

Computer on Mir breaks down

Woodward goes home

Motaba the new terror

Proof discovered for four color theorem

GM workers on strike ?

Telephone translator succeeds

A1           A2          Logo

A1 A2          Logo

A1 Logo

A1                          Logo

A1                     

A1

Scientist           Award
Scientist           Award

Taj Mahal to get a face lift New Delhi        

New Delhi         Diana

BU                     Students

BU                     Lab          Award

                   A2             Logo

 A2             Logo

 A2             Logo

A1  --  First Anchor 
A2  --  Second Anchor 

Chaos in Kosovo

Figure 4: An example of the stratification technique.

points. The identified segments are parsed and associated with specific information as shown

in Figure 5.

The process of video data segmentation and information extraction can be achieved

by manual, automatic, or semiautomatic techniques. Usually information is extracted off-

line and stored in a more readily usable format for access, (i.e., as video data are time-

sequential and large, manual information extraction and annotation are time consuming).

Many automatic segmentation techniques exist that focus on different aspects of the problem

(e.g., [3, 4, 8, 22]). However, the current performance of these techniques is not satisfactory

without human supervision.

Event: Meeting between Clinton and Tony Blair

Location: Oval Office/White House/Washington, D.C.

Entity: Clinton

Entity: Tony Blair

Action: Handshake

Category: Politics

Event: Handshake between Clinton and Blair 

Time: 08:00 A.M. Date:05/10/98 Time: 10:30 A.M. Date:05/10/98

Figure 5: An example of an annotated video segment.
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Table 1: Information Extracted for an Object

Object

ID = O61

NAME = Saudi Arabia

TYPE = Location

METATYPE = Country

TIME = 18:00:57

DATE = 06/27/96

MEDIUM = Video

ORIGIN = CNN

POPULARITY = 0

FILE = cnn.mpg

STARTF = 1000

STOPF = 3000

Although it originates from human interpretation, closed-captioning of video is another

valuable source of information about video content. Closed-captions represent textual tran-

scriptions of the audio track associated with video. Information from closed-captions can be

used for automatic selection of video segments for production of a narrative. The closed-

caption data stream can be used as follows. Indices of words in each closed-caption stream

are maintained in association with the video stream. When a user issues a query to a DVPS,

the keywords in the query can be compared against each closed-caption stream. Video

segments associated with these matches can be retrieved in response to the query.

One can use a semi-automated tool to support the collection of structured metadata

from video sequences. Vane [5] is one such tool that supports both segmented and stratified

data models. The tool parses video data files for automatic identification of shots. The

parsed files are loaded into an interface that allows the annotator to manually corrects false

identifications of segment end points. Two types of metadata are collected: content metadata

and structural metadata [10]. Content metadata are concerned with tangible and conceptual

entities while structural metadata are concerned with media-specific and cinematographic

metadata. In Figure 5, category, event, action, location, and historical time and date are

examples of content metadata. In this application, raw metadata are stored in an SGML-

compliant format depending on the type of database being used (relational, object-oriented,

or semantic). Table 1 shows an example of information extracted for an object and its

attributes.

A problem faced during the annotation process is that related content can span multiple
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video tapes or video streams, when such limitations exist. A segment can continue in another

stream (e.g., in Figure 6, Clinton’s speech spans two tapes). Hence, while indexing, one must

label the two tapes as containing related content.

Tape 1 Tape 2

Timeline0

Fragment 2

Clinton’s speech

Fragment 1

Object 1

Figure 6: An example of related content spanning two tapes.

This issue can be resolved by treating all of the fragments of a segment as a single object.

These fragments are transparent when content is annotated. For example (Figure 6), the

concept of Clinton is present in both fragments but we index Clinton once at the time of

annotation as Object 1.

Associating time and date with segments proves to be an another major problem, espe-

cially in the news video domain. Conceptually, there are two sets of times associated with a

segment: one corresponds to when the segment is created/acquired, and the other represents

the historical date and time of the segment’s event. The two times can be independent of

each other because often there is a time lag between an occurrence of an event and the

recording of video for the event (e.g., video footage shot after a plane crash). Therefore, a

database can contain recently-created segments that have references to a past event. In such

cases, for continuous flow of information in a narrative, segments may need to be ordered

according to their creation time. Here the creation time should be treated as media-specific

metadata and historical time as content-specific metadata.

3.3 Video Composition

Video composition is a process in which selected segments are sequenced to produce a nar-

rative. In conventional video production systems, narratives are manually composed. Ap-

plications like movies, newscasting, educational lectures/lessons, and games are produced

based on a script. A DVPS must also possess knowledge of how these segments can be
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automatically composed to produce a cohesive narrative, i.e., one that has correct semantics

and a smooth flow of information. Here we discuss composition techniques from existing

production systems.

ConText [7] is a system for automatic temporal composition of a collection of video shots.

It lets users semirandomly navigate through a collection of documentary scenes associated

with a limited range of content metadata describing character, time, location, and theme. The

next scene shown to the user is determined based upon a scoring of all available scenes. This

scoring aims to obtain the preferred continuity and progression of detail in the presentation.

This is made possible by establishing a present context consisting of metadata found in

already-played shots or shots chosen by a user. Each metadata entry is associated with a

relevance score. The theme, or storyline, is maintained by human intervention and is not

completely automated.

ConText demonstrates how cognitive annotations of video material can be used to in-

dividualize a viewing session by creating an entirely new version through context-driven

concatenation. This dynamic reconstruction can include video material made in a totally

different context, thus performing a repurposing of the material.

AUTEUR [15] is an application that is used to automatically generate humorous video

sequences from arbitrary video material. The composition is based on the content describing

the characters, actions, moods, and locations; and, in addition, the information about the

position of camera with respect to a character, such as, close-up, medium, and long range

shots. Content-based rules are used to compose shots. Hence, a single shot can be repurposed

to form different jokes.

Canvass [2] is a news video composition and delivery system. In this system, content-

based metadata and structure-based metadata are used to compose a news item. The com-

position is based on knowledge about the structure of a news item and how various types of

segments fit into the structure. Structure is based on an introduction, body, and an end in

the narrative. Different segment types can be identified and the composition is determined

under the assumption that each class of segment presents information from a different view-

point (e.g., field shots vs. interviews). The segments are defined for independence in playout.

That is, related segments can be included or excluded to meet preference to time constraints

without sacrificing continuity. Within the restrictions imposed by the composition grammar

[1], segments belonging to the body of a narrative can be presented in any order if their

creation times are within a small range.
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In the following, we describe techniques employed in the aforementioned systems and

additional techniques that can be used in a composition system.

Visual rank-based: Rank-based composition is achieved based on a weight assigned to

a keyword [7]. Similarity is determined by comparing the keywords or terms representing

one video segment with another. If the similarity is sufficient then there is a logical flow

of concepts between the two segments and they can be catenated for playout. Consider

the example shown in Figure 7; it consists of four video segments represented by weighted

keywords.

Clinton = 0.2

Saxophone = 0.6

White House = 0.2

Hillary = 0.4

Meeting = 0.5

Clinton

Hillary = 0.5 

White House = 0.01

1 2 3 4

Jazz = 0.5

Saxophone = 0.5

 = 0.1

Similarity = 0.036

Similarity = 0.3

Figure 7: An example of video segment sequencing using a term-weight comparison.

The following keyword vectors are generated by the four segments:

Clinton Saxophone Hillary WhiteHouse Jazz Meeting
Seg1 0.2 0.6 0 0.2 0 0
Seg2 0 0 0.4 0 0 0.5
Seg3 0.1 0 0.5 0.01 0 0
Seg4 0 0.5 0 0 0.5 0

Salton’s cosine metric is used to sequence the segments for playout [23]. Each segment

is represented by vector ssi of contained terms or words. The vector qj generated from the

keywords within a query is used for comparison. The metric uses the cosine of the angle

between the two vectors in the multidimesional term space of t.

cosine(ssi, qj) =

∑t
k=1(termik × termjk)

√

∑t
k=1(termik)2 × (termjk)2

cosine(Seg1, Seg2) = 0

cosine(Seg1, Seg3) = 0.2×0.1+0.2×0.01√
(0.2+0.6+0.2)2×(0.1+0.5+0.01)2

= 0.018
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cosine(Seg1, Seg4) = 0.6×0.5√
(0.2+0.6+0.2)2×(0.5+0.5)2

= 0.21

Segment 1 is most similar to segment 4; hence, segment 4 is sequenced following segment

1 for playout. User feedback can also be used to sequence the segments for playout. For

example, in Figure 8, a user might change the weights assigned to some of the keywords

representing segment 1. Using the cosine similarity again, based on the new weights, segment

3 is sequenced to be played out after segment 1.

Clinton = 0.6

Saxophone = 0.1

White House = 0.3

Hillary = 0.4

Meeting = 0.5

Clinton = 0.1

Hillary = 0.5

White House = 0.01

1 2 3 4

Jazz = 0.5

Saxophone = 0.5 

Similarity = 1.1

Similarity = 1.0

Figure 8: An example of video segment sequencing using user feedback.

Text rank-based: In addition to ranking annotations from visual content, information

contained in audio can be ranked. Audio can be converted to text with the help of speech

recognition tools [20] or closed-captioning. Using text indexing techniques, the indices can

be formed for similarity based retrieval. Each term or word is ranked based on the fre-

quency of its occurrence (TFik) in a document. Depending on a domain, the ranking can

be made sensitive to the document length or the complete population of documents (DFk)

in the database in which the term appears. The following metric, sensitive to the document

population, is most commonly used:

Rankik =
TFik

DFk

This metric finds the rank of the kth word in the ith document.

For the Canvass application text ranked-based retrieval is used in addition to the visual

ranked-based retrieval (rank is 0 or 1). Depending upon keywords used in a search, closed-

captioned documents are retrieved based on the similarity with the query. A threshold is

established, and documents with similarity values below the threshold are not considered.

A set of keywords can often represent multiple news events. For example, multiple events
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associated with the keyword “Clinton” are present. Therefore, the retrieved documents are

clustered with secondary levels of similarity. Video data associated with these documents

are then used in the composition.

Temporal-based: Temporal information can also be used to sequence segments for com-

position. Consider the query, “Retrieve segments with Clinton waving to the crowd after

he presents a speech.” The following options exist for playout of the desired information.

First, a clip with this scenario (Figure 9) exists in the available data set. Second, a segment

containing Clinton waving and another segment containing Clinton giving a speech are sep-

arately available. In the second case, both of these segments can be selected and sequenced

in the desired order.

Entity: Clinton

Action: Smiling

Action: Waving

0 Timeline

Action: Speech

Figure 9: An example of video segment sequencing using temporal ordering.

Rule-based: In the rule-based scheme, additional restrictions are imposed on the sequenc-

ing of content. Not only are the desired segments presented, but the segments are sequenced

according to the rules imposed on compositions. We divide the rules into two types: content-

based and structured-based.

Content-based: The composition is achieved by imposing rules on content or informa-

tion contained in video clips. For example, proof of a theorem cannot be presented before the

problem statement. Nack et al. [15] impose content-based rules on the automatic joke com-

position. Ozsoyoglu et al. [19] impose content-based rules to drop or include the segments

in a composition.

Structure-based: Structure-based rules describe a composition based on a general

architecture of a narrative (e.g., an introduction, field shots, commentary, and a conclusion).
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A shortcoming of the content-based rules approach is requirement for a set of rules for each

and every scenario. The number of rules increases with the number of scenarios. It is not

reasonable to establish rules for incoming data, especially when the time between acquisition

and delivery is short. Structure-based rules overcome this constraint with a finite set of rules.

The above limitations can be overcome by imposing rules based both on the content and

structure of an application domain. For example, in the Canvass application we identify the

structure of a news item and, based on this structure, we divide news segments into different

types. Based on content, segments retrieved as a result of a query are clustered, and, based

on the structure, segments within each cluster are sequenced for playout. The advantage of

this technique is that we require only a single set of rules that do not change.

Playout duration can also be limited. To adjust the playout temporal constraints, it

is possible to use the type of segment and its importance to the structure to achieve the

composition. To maintain thematic continuity, we use a segment’s creation time and its

measure of similarity among the segments for sequencing. We quantify thematic continuity

as a smooth progression of a storyline while maintaining temporal continuity.

Next, we present rules that can be applied to a news video database for a news item

composition. The segment types identified in the news structure are shown in Table 2.

Table 2: Structure of a News Item

Headline
Introduction
Current (body) Comment

Wild-scene
Interview Question&Answer (QA)
Speech
Enactment

Enclose

Let sh be a segment representing a headline, si be a segment representing an introduction,

sb be a segment representing a body, and se be a segment representing an enclose. The

following rules define composition.

1. {sh} = NI: Only a headline can be present in a news item NI.

2. {sh, si} = NI: Only a headline and an introduction can be present in a news item NI.
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3. {si} = NI: Only an introduction can be present in a news item NI.

4. {sh, si, {s1
b , s

2
b , ..., s

n
b }} = NI: Only a headline, an introduction, and segments belong-

ing to the body can be present in a news item NI.

5. {si, {s1
b , s

2
b , ..., s

n
b }} = NI: Only a headline and segments belonging to the body can

be present.

6. {sh, si, {s1
b , s

2
b , ..., s

n
b }, se} = NI: All segment types are present.

7. (∀i : 1 ≤ i ≤ n : si
b /∈ NI) ⇒ (se /∈ NI): If a body is not present, then we do not

include a segment belonging to Enclose.

Composition rules can also be incorporated in a script. Scripting can be done at various

levels depending on the end application. Scripts can be written for on-site shooting (e.g.,

movies and documentaries). Post-production scripting can include scripts for dynamic com-

position of available digital video data or scripts for interaction among objects (images, text,

video, etc.). For example, scripts are used in Macromedia Director [25] to specify object

behavior and properties. The scripts can be easily written by visual operation (e.g., drag

and drop and drawing paths for object movements). Scripts can also include operations like

activating a pause as a particular frame is being displayed. TV Markup Language (TVML)

is a scripting language for use in creating TV programs at NHK [9]. For such scripts, con-

tents of the program are represented by text-based commands such as “display title no. 1”

or “zoom in,” etc. A computer interprets a script line-by-line to generate TV programs in

real-time using multimedia techniques such as real-time computer graphics, voice synthesis,

and video playout. Rivl [27] is another language that can be used in a similar manner, in

this case to insert special effects by computing composited images in a segment and then

sequencing the segments for playout. For automatic composition, Canvass uses a grammar

that creates a script based on production rules for creating a newscast.

3.4 Video Customization

In dynamic assembly of content, it is possible to adapt the retrieved information to an

individual’s specification and a system’s capabilities. Information for customization can be

acquired either by implicit or explicit techniques. For explicit techniques [11] a user profile is

directly acquired from the user. For implicit techniques [17, 24, 28] a user profile is acquired
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by observing the behavior of the user (e.g., information about a user’s content preference

and the order of the presentation). A user profile is used to achieve customization. Content-

based and temporal-based customization techniques have been commonly used [11, 17, 24,

28]. In Canvass we have implemented a third type of customization called structure-based

customization.

Politics

Sports

Stocks

Crime

Weather

Today’s News 

Query: Retrieve today’s news

User profile

Content

Filter
Stocks Sports

   Stocks

   Sports

Heap

No Ordering

Specified

Figure 10: An example of content-based customization.

Content-based customization: According to a user’s preference for a certain type of

information, only the preferred information is retrieved and all other information is filtered

out. Content matching the user’s preference is illustrated in Figure 10.

Politics

Sports

Stocks

Crime

Weather

Today’s News 

Query: Retrieve today’s headline news

User profile

Content 

Filter

    Stocks

    Sports

& StocksSports

Heap
Heap

Structural Mapping

Stocks
Sports

Headline Introduction Body Headline Introduction Body

Stocks Sports
Headline

0 Timeline

Figure 11: An example of structure-based customization.

Structure-based customization: We define this type of customization as filtering based

on structural unit type (e.g., field shots). Figure 11 illustrates an example of a structure-

based customization.
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Politics

Sports

Stocks

Crime

Weather

Today’s News 

Query: Retrieve today’s news; sports and then stocks

User profile

Content 

Filter

    Stocks

    Sports

Sports

& Stocks

Heap

Heap

Temporal 

Map

Temporal Ordered

Figure 12: An example of time-based customization.

Time-based customization: There are two types of time-based customization: cus-

tomization based on playout temporal order and customization based on playout temporal

duration.

Temporal order: Customization is achieved by specification of the relative position of

segments on a timeline as shown in Figure 12.

Time duration: Customization is achieved by specification of playout duration (e.g.,

the query “recap today’s news for two minutes”). If the playout duration of the available

data is more than the requested duration, some data need to be dropped [19]. Figure 13

illustrates how data are dropped iteratively to achieve the target duration if there are no

interdependencies in the presentation.

Iteration 1

Iteration 2

Final

0 10 sec

Figure 13: Iterations to achieve a target playout duration.
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Timeline

Content Mapping

Content-Based Customization & Structural Mapping

Temporal Mapping

Date: 10/30/97

Segment: Headline Segment: Speech

Category: Politics

Segment: Headline

Category: Sports

Date: 10/30/97

Category:  Stocks

Segment: Headline

Structure-Based Customization

Temporal-Based Customization

Figure 14: A schematic of newscast composition and customization.

In the following, we recapitulate the overall process of automatic newscast composition

and customization. The following query is used for this discussion.

Query: Present the latest news about stocks and politics for a duration of two minutes.

Let the latest news be from 30 October 1997. To compose the newscast, all data cor-

responding to this date are retrieved. Next, the content that does not satisfy the query

specification is filtered out. Figure 14 shows content belonging to politics, stocks, and sports.

Therefore, the content belonging to sports is filtered out during content-based customization.

Next, the remaining content is mapped to the respective segments. The system analyzes the

types of structural segments and the playout duration of each segment. Structural seg-

ments that form cohesive information in less than two minutes are retained and the rest

are dropped. This process is called structure-based customization. The structures are or-

dered according to the temporal preference in temporal-based customization. Finally, the

structures are mapped to a timeline for playout.
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4 Metrics

This section is concerned with the evaluation of retrieval and composition efficiency and

efficacy of a DVPS. We require means to evaluate how well a DVPS performs as compared

to conventional video production systems. To evaluate a system we first understand the

objectives of a system and the various system components. Subsequently we focus on the

measures that best reflect the system performance.

A DVPS is not only required to retrieve data but also to achieve composition. Therefore,

in addition to metrics for evaluation of information retrieval (IR), new metrics are required

to quantify video composition. The metrics used for measuring recall and precision [23]

remain valid for IR; however, these metrics are oriented toward boolean evaluation (i.e., a

retrieved object either matches a query or it does not). Recall measures the ability of the

system to retrieve all relevant data. Precision measures the ability of the system to present

relevant data.

Ranked evaluation metrics can also be used to measure retrieval performance. A retrieved

object may not exactly match the query but can have a degree of similarity. A rank-

based metric can be applied to evaluate multimedia data retrieval. For example, if an

image is retrieved, the degree of similarity between the query and the retrieved image can

be measured and ranked accordingly. Narasimhalu et al. [16] have proposed metrics for

retrieval of multimedia objects. They propose metrics that measure the rank, order, spread,

and displacement of retrieved objects. These are summarized below.

Order: Order quantifies the ability to sequence data items in the retrieved set. In the

example below, the system retrieves data in an incorrect order.

Example 1.

Correct response: o1, o2, o3, o4, ....

Actual response: o2, o4, o3, o1, ...

Rank: Rank measures the degree of relevancy of the retrieved set to the query. In the

example, below the rank of individual objects in the retrieved set is less than the

actual rank.

Example 2.

Correct response: o1, o2, o3, o4, ....

Actual response: o7, o2, o4, o3, o1, ...
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Spread: Spread measures the shift in the position of a data object in the retrieved set as

compared to the correct position as illustrated in Example 3.

Example 3.

Correct response: o1, o6, o2, o3, o4, ....

Actual response: o1, o2, o8, o9, o3, o4, ...

Displacement: Displacement measures the position of a data object in the retrieved set as

compared to its correct position as illustrated in by Example 4.

Example 4.

Correct response: o1, o2, o3, o4, ....

Actual response: o1, o2, o4, o3, ...

Some of the above metrics are redundant for the evaluation of a DVPS. After the degree

of similarity has been established in retrieval, the ordering becomes trivial and segments

are reordered to create a narrative. Spread and displacement metrics are another means

of specifying the performance of recall and ranking of the system. Therefore, spread and

displacement provide little added information about the performance of the system and can

be discarded as useful metrics in this context.

Additional metrics are required to quantify composition performance. A storyline or a

theme must be maintained in a composed piece. Hence, a metric that can measure the

thematic continuity of the composition must be established. Table 3 summarizes additional

metrics for evaluation of composition.

The above metrics are used to evaluate the quality of presentation of an automatic

composition. These metrics are especially important when the retrieved data (candidate

set) cannot be incorporated in a composition and the results must be culled.

5 Summary

The phases involved in a semiautomatic digital video production are the same as for con-

ventional video production. However, in a conventional system, a human makes all decisions

about selecting video segments, composition, and customization. In a DVPS, segments

matching a user’s query are selected by comparing associated metadata. Start and stop off-

sets are established from these metadata. Using the offsets, the segments can be extracted
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Table 3: Proposed Metrics

Metric Explanation

Information Measures the amount of information contained in all the
segments in a composition with respect to information
contained in all the candidate segments not included in the
composition.

Playout duration Measures the performance of a system in achieving the
specified playout duration.

Temporal continuity Measures the continuity in the chronological time frame of
presentation. If large forward jumps exist or any backward
jump in time exists, then it is considered a disparity.

Thematic continuity Measures the progression of a storyline or a theme in a
composition.

Content progression Measures the rate of content change within a composition.

Period span coverage Measures the performance of the system in covering
information from the complete period of the available data.

Structural continuity Measures the structural integrity of a composition.

and algorithmically sequenced for playout. If needed, special effects can be added between

segments during rendering.

Sufficient knowledge and judgment that a human requires to produce a piece of video must

be mechanized for automatic production. Therefore, to mechanize a video composition and

customization much more functionality is required than available in existing video editing

tools. Instead of assisting in production the tools need to make decisions about how a com-

position should be achieved. To make the tools more effective, information (visual, textual,

temporal, and structural) within video must be extracted and provided to the composition

system. Based on this information a DVPS must possess knowledge of what segments to re-

trieve and how to compose the segments. All three types of information, content, temporal,

and structural may be required for a coherent composition. In addition to sequencing seg-

ments based on the information within the clips, creation times, domain-specific structure,

and algorithms to customize information under playout constraints are needed. Finally, a

means to judge the quality of compositions is required, for which we propose new metrics

apart from what are currently used to evaluate conventional information retrieval systems.

A variety of efforts are underway towards the goal of automatic assembly of video-based

content. We expect such systems to be a reality in the near future with significant impact

on the speed and quality of video compositions.
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