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Abstract

Recent developments in digital technology have enabled aask of video-
based applications that were not previously viable. Howewedigital video
production systems face the challenge of accessing the irgmly linear and
time-dependent media of audio and video, and providing e ége means
of composing them into a cohesive piece for presentation. Mover, there
are no appropriate metrics that allow for assessment of theuglity of an
automatically-composed video piece. Techniques presgnévailable are lim-
ited in scope, and do not account for all the features of a coragition. This
dissertation presents metrics that evaluate the quality of video composi-
tion. In addition, it proposes techniques for automatic comosition of video
presentations as well as improvements in access to digitatigo data.

Yet another challenge faced by video production systems ise customiza-
tion of the presentation to suit user pro les. For instancecertain elements
of video compositions, such as violence and indecent exp@suare undesir-
able for some audiences. Also, playout time of a compositiaan be longer
than speci ed by the user. In such cases, not only would somé the data

need to be dropped, the integrity and cohesiveness of the goosition must
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also be maintained. This dissertation presents techniqudsr maintaining
cohesiveness of a composition under playout time constresn

Using automatic composition techniques proposed in the disrtation, a
video piece is produced. The quality of a manually-producdatoadcast news
video composition is evaluated using the metrics, yieldingference values of
video composition quality. The same metrics are used to eualte the quality
of the video piece produced using automatic composition tatques. A com-
parison of the two indicates that the quality of the automatc composition
is very similar to that of the manually produced video compason; in some
cases it is superior. These results also verify the assungsts on which the
automatic composition techniques are based.

In addition to the metrics and the video composition techniges, a method-
ology to improve the recall and retrieval of a digital video ppduction system
is proposed. Two search techniques are used: transitive sgaand union-
based search. The proposed methodology is implemented astpd a dig-
ital news video production system. An analysis of the perforance of the
methodology shows an increase in recall by 23% when the trdaive search
technique is used, and an increase of 48% when the union-lshsearch tech-

nique is used, as compared to a keyword-based search techriq
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Chapter 1

Introduction

Several factors inuence recent advances in digital viddesased communi-
cation systems. These include developments in digital teoblogy, federal
regulations, and industry-based e orts. Developments inidital technology
include higher network bandwidth, streaming-enabled dataransfer proto-
cols, large-scale storage servers, digital video captugirequipment, video
compression techniques, and high-end multimedia-enablegrkstations, all
of which are contributing signi cantly to the development d digital video-
based communication systems. In a bid to expedite the moveofn analog to
digital technology, the federal government, through the FC, is also support-
ing regulation to convert television stations to digital boadcast [71]. Finally,
recent industry-based developments, such as the integrati of Web-based
technology with television [26, 71], and Microsoft's Broazhst Architecture
for Windows that claims to allow user choice of content fromaried sources,

are also supporting and promoting the development of digitdbased commu-



nication systems. Indeed, the combined e ect of all these \@rse e orts of

technology, state, and industry portends well for the immiant development

of digital video-based communication systems.

Video Data Repository

Digital Video |——» -7 -
Production - R

System H
Local Network =

End User

Video Data Repository

Video Data Repository

Figure 1.1: A Video-Based Communication System

Digital video-based communication systems (Fig. 1.1) arexgected to
support such video-based applications as newscasting, gpoasting, and
distance learning. Since such applications provide autorti@ access to lin-
ear and time-dependent video and audio media, use of digiteideo-based
technology can potentially open up interesting editorial pportunities both
within (e.g., a scene of a movie) and across multiple instags of the medium
(many movies). Thus, a video that has been used to create a n@wr a
news story need not be con ned to a single rendering; it cansal be used in
multiple contexts without involving an extensive re-prodation process. In
other words, once an access is achieved, additional mangaion of the video

media is possible to produce a narrative, or a series of eflss collected as



a chain in a storyline [19].

In conventional production systems, a human decides whichideo seg-
ments should be used and how a narrative should be assembléhe pro-
duction of a complete video piece involves three phases: {m@duction,
production, and post-production. In the pre-production plase, before cre-
ating a video, an underlying concept or storyline is devel@d that serves
as a guide for production e orts. For example, in electroniomews gathering
(radio or TV broadcast), a storyline is developed based on aigent event
or other cultural, social, political, or experimental curosity [63]. Shots that
create a beginning, middle, and end of a story are formalizexnceptually.
Once these items are determined, they are scripted. Thus, eript contains
detailed instructions of how and what is to be shot and serves minimize
e ort in the shooting process. In electronic news gatherinENG), a script
can span many news items and can consist of many pages of text.

The next phase in conventional production systems is the pdaction
phase, which involves the shooting of raw video footage. THecation is
prepared, equipment is set up, and lights are arranged. A shis composed
while taking care of balance and symmetry. Then the actual m shooting
occurs and information about the shot is logged. The proceissepeated until
all desired footage is complete, including shots recordeal provide continuity
between core pieces.

The nal phase is the post-production phase, in which the rawideo
is manipulated and prepared for distribution. In ENG, or doamentary-

making, a post-production script is prepared that descrileeall the relevant
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information. The script can be written before or during ediing. This script
is read (e.g., by an anchor person) in conjunction with the éed video.
Usually the pre-recorded video shots are delivered to an &dg point where
shots or frames are cut and composed for the nal piece.

Of the three stages involved in conventional video productn, digital-
based video communication systems can fully automate onlige post-production
stage. Presently, some degree of automation in the post-piuction phase
is provided by a variety of personal-computer-based solotis that aid the
human operator. Segments can be easily recorded and mangiat with
special e ects such as wipes, dissolves, fading in/out, tlisting, and em-
bossing. Digital video editing packages such as Adobe Preami Kohesion,
and MediaStudio provide robust tools for commercial and pfessional use
[86]. In addition to functions for selection, transitionsand trimming, opera-
tions including ripple and rolling edits, multiple-track slection, jog, shuttle,
and play enable large amounts of footage to be quickly edited

However, in order to support dynamic video composition anddivery,
we require automatic selection and manipulation of video gments from an
archive, which the digital-based video technology can prale. Two types of
manipulation of video media are possible: rst, we can shu esegments in
a composition based on some user-de ned criteria; and sedoin addition
to shuing segments, we can dynamically compose a segmentgi, com-
pose various content objects to create a segment) [59]. Inrosork we only
consider segment manipulation to compose video and not theeation of a

segment itself.



Before we can realize our vision of dynamic and automatic cqmsition
of video, at least three issues need to be resolved: infornoat requirements,
information extraction methodology, and video compositio techniques. A
semi-automatic system requires information about contenfor editing and
composing a video piece. The system also requires techngjfier composi-
tion. Therefore, identifying the information su cient for editing and com-
position, determining how the information should be extraed, and creating
techniques for cohesive video composition are issues thaed to be addressed
in order to develop a digital video production system.

A typical digital video production system (DVPS) requires avideo data
model and ontology, a mechanism for information extractigna mechanism
for interactive query, a user model, and a mechanism to comgm and cus-
tomize data. (Fig. 1.2 illustrates a functional view of a DVFS). We summa-

rize these components as follows:

Data Model & Ontology: An ontology establishes the domain-speci ¢ con-
cepts required and the relationships among the concepts [53he con-
cepts represent both content as well as structural informadn [22]. A
data model represents the concepts/information and the rafionships

[30, 88].

Information Extraction: Based on the data model/ontology, concepts/information
are extracted and stored as metadata. Information can be exicted
manually, automatically, or by combination of the two [7]. Automatic

extraction depends heavily on image processing tools [13, 16, 37, 38,

5
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A Video Production System

Video Data
Delivery

Information
Extraction

User Profile |«

User Preference/
Feedback

i

A

@

Query/
Feedback

A
/’\
|

Figure 1.2: Functional View of a Digital Video Production Sgtem

39, 43, 49, 65, 67, 73, 94]. Information within unstructuredata such as
video is easily identi ed by human observation; however, e attributes

can be identi ed by a machine. Therefore, we are more depemieon

Data Archive|

hybrid extraction techniques.

User pro le:

preferences [47]Canonical and descriptiveare the two main classes of
user models. The canonical model requires a formal encodiga cog-
nitive (semantic) user model [48, 57]. These models are hdaadacquire
and their complexity hides the represented semantics frorhe user. De-
scriptive user models can be automatically created by obs@rg user
behavior [70]. Their content is a mapping from previous doooent
accesses and does not require any semantic processing. kewyea

large number of observations is needed to be able to draw higbality

A user pro le represents information about user behavior ah
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conclusions.

Interactive Query: Interactive query is a process of formulating a query
and matching the query with the available metadata [8]. Seval tech-
niques have been proposed for retrieval of video data usinigwal meth-
ods, most of which fall within the three categories of queryybexample
(QBE), iconic query (IQ), and keyword-based query [15, 1832 33, 35,
38, 41, 44, 69, 89, 90, 91]. QBE queries are formulated usiagple im-
ages, rough sketches, or component feature of an image (mglof ob-
jects, color, texture, shape, layout). These queries mak&tensive use
of image processing and pattern recognition techniques. keyword-

based and iconic query extracted concepts are used for mata the

query.

Composition and Customization of Video Data: We de ne video com-
position as a process of assembling video segments into adagand
thematically correct depiction of a storyline. Video can be&omposed
using visual ranked-based, text rank-based, temporal-bed, and rules-
based techniques [3, 31, 64, 72, 78, 92]. Visual and text raxdkbased
composition techniques utilize weights assigned to the amepts within
visuals and audio data for assembly. In a temporal compogiti data
are assembled based on temporal relations of concepts witkteir con-
tents (e.g., \retrieve a video piece in which Blair is wavingoefore he
presents a speech"). In rules-based composition additidneontent-

based and structure-based constraints are imposed on a carsjion



(e.g., topics should be introduced before discussing them detail).

Based on a user pro le or system requirements a compositioarcbe
tailored or customized. We divide customization into threecategories:
content-based, structure-based, and time-based. In contebased cus-
tomization only required information is provided and the ret is |-
tered [64, 72]. In structure-based customization only regsted parts
of a structure are composed (e.g., headlines of the latestws. Time-
based customization deals either with the relative positroof segments
on a timeline (e.g., \retrieve news sports, and then stocky"or the

playout duration (e.g., \recap news for two minutes") [3, 72

In this dissertation, we address the issues related to congtion and
customization techniques. Existing composition techniggs are not adequate
for producing a narrative. These techniques are ranked-tes and content-
rule-based; the temporal dependency of video data and thelomain-speci ¢
structure are not considered, hence, utility of these tecloues is limited and
does not always result in a correct narrative (e.g., retri@vall information
about the gondola accident in Italy from start to end). Furthermore, a
video presentation can be comprised of single compositiar, as seen in Fig.
1.3, a presentation can consist of multiple pieces of compgdsvideo, (e.g., a
newscast presentation is comprised of individual news itesn Therefore, we
require techniques that help create a presentation with mtiple compositions.
As part of this work, we present a query and selection technig that retrieves

data from a corpus (universal set) and forms an individual calidate set for



composition.

Video Composition 1

Segl ‘ Seg2 ‘ Seg3 ‘

Candidate} ‘
| selediony —\3e!!

Data Selection 2
Universe »( Candidate

“lset2

Video Composition 3
Candidate
Set 3 ‘ Segl ‘ Seg2 ‘ Seg3 ‘ Seg4 ‘

Figure 1.3: Process for Composition of a Video Item

Video Composition 2

‘ Segl ‘ Seg2 ‘

Selectlon 3

Besides accomplishing automatic composition, the qualitgf these com-
positions must be compared with man-made compositions. Hever, we are
not currently aware of any metrics that can evaluate a compdsn.

This dissertation attempts to |l this gap. In particular, w e we focus on
metrics for evaluation of a composition andechniquesfor composition and
customization of digital video. To this end, we directed amvestigation into
the features of manually composed video pieces. To suppanetcomposition
techniques, we implemented a prototype DVPS for newscastalled Canvass
(Customized Access to News Video Archive Storage System)uiihg imple-
mentation, we also observed the information semantics with related video
data. Based on these observations we propose a hybrid retdétechnique

presented as part of a system implementation.



1.1 Contributions
The following are the main contributions of this work:

We propose a methodology for composition of video pieces. elitmethod-
ology includesinstance-basedand period-based \Retrieve the latest
news" is an example of an instance-based composition andtweve all
the news about the Pope's visit to Cuba" is an example of a pedl-
based composition. The instance-based narrative is compdsalong a
storyline while maintaining the structure of the domain. The period-
based narrative is composed along a storyline, the facts gueesented
in the order they developed, and the structure of the domairsimain-

tained.

We propose a set of metrics that best re ect characteristiosf a compo-
sition. The characteristics include amount of informatiorpresented to
a user in a composition, thematic ow in a composition, temp@l ow

in a composition, content progression in a composition, ged span
coverage by a composition, and domain-speci ¢ structure af compo-

sition.

We propose a novel four-step hybrid approach for retrievaha compo-
sition of video that improves the recall of related data. Thenformation
tends to vary among related segments. For example, it is conom in
broadcast news items that once an event is introduced, in ssdquent

scenes the critical keywords are alluded to but not speci dg men-

10



tioned. Related segments will not have common critical keymds, but,
scenes may share other keywords. Not all directly related ggaents
are necessarily retrieved if a search is made on a person‘snea Simi-
larly, related video segments can have di erent visuals. Ténproposed

approach overcomes these limitation of video data semartic

In brief, we propose metrics that comprehensively represea composi-
tion and quantify the quality of a video composition, compason and cus-
tomization techniques for video data that are based on contg time, and
structure. In addition, we propose a hybrid technique for reieval of related
video segments. The proposed techniques are demonstrated! &valuated

using newscast video data.

1.2 Organization of the Dissertation

The remainder of this dissertation is organized as followdn Chapter 2 we
discuss existing techniques for evaluation and compositicof digital video

composition and their limitations. In Chapter 3 we propose &et of met-
rics that are used to evaluate an automatic digital video copuosition and

evaluate the quality of broadcast news. In Chapter 4 we proge techniques
for composition and customization of a digital video. In Chater 5 we eval-
uate a composition achieved by the proposed techniques andngare the
quality with that of broadcast news. In Chapter 6 we discusshie concepts
behind the implementation of a news DVPS. In Chapter 7 we digss the

system architecture and implementation of a news DVPS. Theews DVPS

11



is implemented to support the composition and customizatiotechniques. In

Chapter 8 conclusions and directions for future work are psented.
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Chapter 2

Background and Related Work

Synopsis

Several di erent metrics and techniques are used for evalian, information
retrieval, and presentation. In this chapter, we discuss #se metrics and
techniques, and highlight their limitations in video compsition. In partic-
ular, we describe the existing metrics that are used for ewvation of both
text and discrete multimedia data (e.g., images and video gaents) retrieval
systems. We also describe the existing segment-based, assembled, and
dynamically-assembled video presentation techniques aslizas the features
(e.g., theme, time, and structure) that should be considededuring dynamic
assembly of video data. Finally, we describe the existing stomization tech-
niques including content-based, time-based, structureabed, and cost-based
video. In each case, we highlight the limitations of the meics and techniques

in video composition, and identify speci c areas of de ciety in evaluation
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and composition of a video piece.

2.1 Metrics for Performance Evaluation of In-
formation Retrieval Systems

Information retrieval (IR) systems support access to largdata corpora in-
cluding, text, images, graphics, audio, and video data. lafmation retrieval
systems mainly use metrics proposed by Salton [79] to evalealata retrieval
performance. The metrics measureecall (R) and precision (P) of an infor-
mation retrieval system. These metrics remain valid for IRhowever, these
metrics are oriented towards Boolean evaluation (i.e., atreeved object either
matches a query or it does not) and do not consider the degrekesimilarity
between the user criteria and retrieved results. Recall msares the ability
of the system to retrieve all relevant data. Precision meages the ability of
the system to present relevant data.

number of items retrieved and relevant

total items relevant in collection
number of items retrieved and relevant

total retrieved

P =
In addition to the above metrics, ranked evaluation metricgare also used
to measure retrieval performance. In this case, a retrievembject does not
exactly match the query but has a degree of similarity. Naramhalu et al.
[66] have proposed metrics for retrieval of multimedia obgés. Their metrics
measure theank, order, spread,and displacemenbf retrieved objects. These

metrics are summarized below.
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Order: Order quanti es the ability to sequence data items in the rateved
set. In the example below the system retrieves data in an incect

order.

Example 1.
Correct responseo;; 0p; O3; Og; :i:

Actual response:0,; 04; 03; 01 :::

Rank: Rank measures the degree of relevancy of the retrieved settie query.
In the example below the rank of individual objects in the raieved set

is less than the actual rank.

Example 2.
Correct response0y; 0,; 03; 04 iii:

Actual response:oy; 0,; 04; 03; Og; i

Spread: Spread measures the shift in the position of a data object irhe
retrieved set as compared to the correct position. This idliistrated in

Example 3.

Example 3.
Correct response0y; Og; 0p; 03; Og; ::::

Actual response:o;; 0,; Og; Og; O3; Og; i

Displacement: Displacement measures the position of a data object in the
retrieved set as compared to its correct position. This islilstrated in

Example 4.

Example 4.
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Correct response0y; 0,; 03; 04 iii:

Actual response:oy; 0,; 04; 03; :i:

After the degree of similarity has been established in regval, the order-
ing becomes trivial as segments are re-ordered to create arative. Spread
and displacement metrics are another means of specifyingetherformance of
recall and ranking of the system, and provide little added fiormation about
the performance of the system.

The ranked-based/approximate/fuzzy retrieval systems ussimilarity as-
sessment techniques to match data with a query. Most of thesechniques are
based on distance measure in some perceptual space. The nomshmonly

used measurement is the Euclidean metric [14].

q
d(o;0) = (X2 X1)2+ (Y2 Y1)?

where o, and o, are objects to be measured and and y represent their
feature space.
Salton proposed acosine similarity metric for measuring the similarity

between two document vectors in the multidimesion featurepacet;

P
ker (Termy Termy)

cosine(log; dog) = & (2.1)

L (Termy)2 L (T erm )2

This metric measures the cosine of the angle between the twoaliments.
The numerator of the cosine metric gives the sum of matchingetms (or
term weights) between the two documents. The denominator ia product

of the lengths of the two documents and acts as a normalizingdtor. If the
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evaluation is not binary, each term in a vector is representeby a weight
evaluated by various weighting schemes. Most commonly ussechemes are
term frequencyand inverse document frequencyTerm frequency is based on
the notion that the terms that occur more frequently have som relation to
the content of the texts. Term frequency makes no distinctio between the
terms that occur in every document of a corpus and terms thatagur in only
a few. Inverse document frequency calculates the weight otexm based on
the concept that the importance of a term increases with itsréquency in a
document but decreases with the number of document® ¢cF req) for which

its is assigned. The weight of ternk in documenti is:

Freqgg

WEIg htik = m .

(2.2)

Many variations of the inverse document frequency weightinschemes are

used [85] to calculate term weight. For example,

weighty = Fregx (log 1)

n
DocFreg,
Transcripts associated with video data can be indexed (wéits assigned)
and represent a keyword vector with which a query is matched similarity
value can be assigned between a transcript vector and a querrown et
al. [20] use transcript data to deliver news data. In the Infonedia project
[91] transcripts are used to extract video segments for bremg. Wachman
[90] correlates transcripts with the scripts of situation omedies. The script

discloses who says what and the transcript speci es the pise position in
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the video data where it was said; hence, video can be autongily indexed
with characters, shots, and scenes.

In addition, concepts/information contained within visuds can be used
for retrieval. Based on the concept vectors, cosine metricein be used to
evaluate similarity among video segments.

Though many of the previously mentioned metrics can be used évaluate
the performance of a retrieval system, they are not useful ievaluation of a
video composition. However, a DVPS is not only required to teeve data but
also to achieve a composition. A storyline, or a theme, mustebmaintained
in a composed piece. Therefore, a new set of metrics is reqdirto quantify
a DVPS's composition performance.

Next, we discuss segment-based, pre-assembled, and dymaty assem-
bled presentation techniques for video data. Since our foxis on dynamically
assembled video data, we review the existing work in this daim and discuss

its limitations.

2.2 Video Data Composition Techniques

There are three types of techniques used to present video datFirst, video
data can be presented as discrete segments with no estaldidtrelationship
among the segments. Second, video data can be pre-assemifedj., video
segments assembled for a particular movie delivery). Lagtlenough infor-
mation can be made available to the system to assemble data-thre-y for

delivery. These presentation techniques are summarizedid®s.
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Segment-based presentation: This is a trivial presentation of informa-
tion, in which information is presented in the form of discre video segments
(Fig. 2.1). Discrete segments are retrieved from a heap (e.dretrieve all
the clips that have Clinton playing Saxophone™), and presdad to the user.

The relationships between various segments (clips) are nevaluated.

Query: Retrieve all clips with Clinton playing the saxophone

\ \

- @
~ @
w @

results

Entity: Clinton
Entity: Saxophone
Action: Playing

Figure 2.1: An Example of a Segment-Based Retrieval

Pre-assembled presentation: In this presentation technique, the content
is pre-orchestrated [5]. In other words, the information atut segments com-
posing a presentation and their order are stored as metadat&ig. 2.2 shows
that the information about topics and the order they need to k presented
are stored as metadata. Depending on a query, respective psiare traversed
to retrieve information. For pre-assembled video data theris little freedom

of customization or reorganization.

Dynamically-assembled presentation: The sequencing of video seg-

ments in a presentation or a narrative is achieved on-the- yFig. 2.4). In
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Query: Retrieve advanced level of "learning to drive"

Advanced
Start

Beginner
Start

@D T T > DT ED D>
Advanced Level

Figure 2.2: An Example of a Pre-Assembled Retrieval for a Lesn Plan

a dynamic-assembly, instead of having information about somplete narra-
tive, information about the content in a narrative is stored The information
within individual video clips is used to compose and custoze a narrative.

Query: retrieve Weather and Finance

[S—

@ & Analyse & _
®® — Compose |> @ >@>@ >3
> © @ Assembled Clips

Heap of Weather
and Finance Clips

News Database

Figure 2.3: An Example of a Dynamically-Assembled RetrieVdor a News-

cast

Once content is selected for assembly and a chain is formele tcontent is
mapped to the timeline calledspatio-temporalmapping. The spatio-temporal
mapping of the structures can belong to one of the three sceirs described

below.

1. Structures in one creation time reference are mapped to Eypout time-

line as shown in Fig. 2.4. Video clips containing desired coepts or
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information are excerpted from a recorded storage medium.ge, tape,
digital le) and are ordered on a timeline for playout. The cips are

arranged in the order they are created.

Hillary FH—"—

Clinton | ! Speech Concepts/
Chirac | ! Clinton | Entities
Dinner | ‘
Hand Shake tF—
TapelHH\HHHHHHH\H\H};‘g&?ﬁ
Excerpted
LI L ] HH\H}CHPS
l J J } Relation
*> ] in Time

o

Creation Timeline

Figure 2.4: Spatio-Temporal Mapping in One Time Reference

2. Structures across multiple references (tapes) of the at@n timeline are
mapped to a playout timeline. Multiple references can ovep in time,
that is, more than one reference can have information from ¢hsame
period on the creation timeline. In Fig. 2.5 we show the refences in

two media overlapping.

3. Structures in creation reference can be shued and mappetb the
playout timeline. Once the structures are selected from argjle or
multiple time reference the structures can be shu ed in presntation

time to satisfy a query. This is shown in Fig. 2.6.

Some techniques to achieve dynamic composition of video ddtave been

accomplished. ConText [31] is a system for automatic temparcomposition
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Hillary F———
Clinton ! Speech FH—————H
Chirac | ! Clinton FH—"——""H

Concept/

Entities
F—————1Speech

F——Clinton

Tape2‘ ‘ ‘ ‘ ‘ ‘ } Storage

2 Media
Tper [ LI L L L]
1

/ Z Excerpted

2 Clips

(NN NN

1 | | ‘ Relation
Clinton and Chirac Clinton Giving Speech Creation Timeline | 1N Time

Figure 2.5: Spatio-Temporal Mapping Achieved by Structurefrom Multiple

References
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Hillary ——

Clinton *
i F——————1 Speech Concepts/
Chirac | _ ! | Clinton Entities
Dinner ——————— 3 v
Handshake H———
| L~ o o
1 2 Storage
Media
LTS N v e l
l l i g | Excerpted
1 L ]2 L | Clips
l \ | Relation
\, - in Time
Clinton & Chirac  Clinton & Hillary _—Clinton Creation Timeline
7king hands having dinner with Chirac giving speech
‘ ‘ ‘TT] ‘ H ‘ H ‘ ‘ \ \ Rendered/Assembled Rendering
o for Playout

Playout Timeline

Figure 2.6: Spatio-Temporal Mapping Achieved by Shu ing the Structures

of a collection of video shots. It lets users navigate serasrdomly through a
collection of documentary scenes associated with a limitednge of content
metadata describingcharacter, time, location, and theme The next scene
shown to the user is determined based on a scoring of all aadile scenes.
This scoring aims to obtain the preferred continuity and prgression of detalil
in the presentation. This is made possible by establishing@esent context
consisting of metadata found in already-played shots or stsochosen by a
user. Each metadata entry is associated with a relevance seoThe theme,
or storyline, is maintained by human intervention and is notcompletely au-
tomated.
ConText demonstrates how cognitive annotations of video nterial can

be used to individualize a viewing session by creating an @ely new ver-
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sion through context-driven concatenation. This dynamiceconstruction can
include video material made in a totally di erent context, thus performing
a repurposing of the material. The temporal ordering in a coposition is
maintained by scoring the weights given to the keywords repsenting di er-
ent types of information.

AUTEUR [64] is an application that is used to automatically gnerate
humorous video sequences from arbitrary video material. hcomposition is
based on the content describing theharacters actions, moods and locations
as well as the information about the position of the camera i respect to a
character, such as, close-up, medium, and long range sho@ontent-based
rules are used to compose shots.

Oomoto and Tanaka [68] use the concept of video object and théleo
model that consists of hierarchical composition of video bad on content or
descriptive information associated with the clips. Weisstal. [92] propose
composition based on video algebra. The video model usedimikar to the
previous work [68]. In addition they propose composition usy algebraic
operation, like union, concatenation, and intersection.

A number of systems have been proposed for delivery of newdeo data.
These systems simply Iter pre-composed news video. Agor2], an appli-
cation developed at Bell Labs, uses Itering of multi-chanel broadcast news
based on a user prole and closed-caption data. The Network \Mtimedia
Information Services [28] system uses start and stop boun@ss supplied
with individual news items that can be browsed on the Web usgan in-

dex. Shararay et al. at Bell Labs developed an application # maps the
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transcripts of the broadcast news with the associated vidéames [82]. Tran-
scripts can be browsed via the WWW browser. Brown et al. [20]so have
a system that uses closed-caption text to Iter informationleading to the
playout of associated clips.

The above composition techniques rely only on content for ogosition.
Besides content,structure and time are also critical elements in a composi-
tion. A structure depicts cinematographic rules like estdishing a starting
scene, intermediate scenes, and a closing scene. Time nan¥ the tem-
poral sequence of events, and is important for presentingfammation in the
correct time-series. A news item, for instance, is a serief sub-events or
a cause and e ects chain, in which the time series must be méamed. In
this dissertation we present composition techniques thatake all the three
features of content, structure and time into consideration

Various types of information customization techniques hav been pro-
posed. These techniques use content, time, and cost speation and are

discussed next.

2.3 Video Data Customization Techniques

In dynamic assembly of content it is possible to adapt the raeved infor-
mation to an individual's speci cation and a system's capaitties. Cus-
tomization e ects the retrieval, scheduling, and composibn of a set of data
[47]. Information for customization can be acquired eitheby implicit or

explicit techniques. For explicit techniques [48] a user pie is acquired
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from the user directly. For implicit techniques [70, 84, 93h user pro le
is acquired by observing the behavior of the user (e.g., imfoation about
a user's content preference and the order of the presentatjo Techniques
based onuser pro le [56], society or community pro le to which a user be-
longs [54, 55, 70, 76, 83], andconomicsor cost and bene ts of production
and consumption [55] are used to achieve customization. ™eetechniques

are summarized below:

Query: Retrieve today's news

-

Content

Lo
Filter > B

Stocks Sports

k

No Ordering
Specified

Politics
Stocks

Sports

Crime
Weather ——

User profile

Today's News

Figure 2.7: An Example of Content-Based Customization

Content-based customization: Only the preferred information is com-

posed and rest of the information is dropped (content Iltemg) (Fig. 2.7).

Cost-based customization: Both the content provider and a user can
specify cost parameters (e.g., quality of picture or pricehit time). Content
provider is concerned with the pro ts while a user wants the st deal for
minimum cost. Cost-based customization can depend on thelwa of in-

tellectual property, network bandwidth, transmission tine, data resolution
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required, or the age of the content (e.g., latest informatiois priced high).

Structure-based customization: We de ne this type of customization as
Itering based on structural unit type (e.g., eld shots). Fig. 2.8 illustrates
an example of a structure-based customization, where onle#&dlines are

retained in the nal composition.

Query: Retrieve today's headline news

[S—
Content » &
Politics : &
Filter
Stocks
Sports & Stocks
Heap

Sports
Crime
Weather

User profile

Today's News

Structural Mapping

Stocks
Sports & N

Headline ‘Introduction ‘ Body ‘ ‘ Headline ‘Introduction ‘ Body ‘

Stocks Sports

-

0 Timeline

Figure 2.8: An Example of Structure-Based Customization

Time-based customization: There are two types of time-based customiza-

tion: customization based on playout order and duration.

Temporal order: Customization is achieved by speci cation of the rel-

ative position of segments on a timeline as shown in Fig. 2.Depending
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upon the speci cations, selected clips are mapped on a tinte for the play-

out. Initially, clips that match user pro le are retained while the rest are

Itered/dropped. Next, based on the temporal preference (&., stocks before

sports), segments are mapped on the timeline for the playaut

Politics
Stocks

Sports
Crime
Weather

Time duration:

P

—
& @D

& a»

Today's News

Query: Retrieve today's news

User Model

Content
Filter

Sports
& Stocks
Heap

Spatio-
Temporal
Map

i

B
Sports  Stocks

Temporally Ordered

Figure 2.9: An Example of Time-Based Customization

Customization is achieved by speci cation of the play-

out duration (e.g., the query \re-cap today's news for two miutes”). If the

playout duration of the available data is more than the requsaed duration,

some data need to be dropped. Currently the customization iachieved

by imposing rules on content or information contained in vido clips. For

example, proof of a theorem cannot be presented before theoplem state-

ment. Ozsoyoglu et al. [72] impose content-based rules/ciraints to drop

or include the segments in a composition. A shortcoming of ¢hcontent-
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based rules approach is the requirement of a set of rules fach and every
scenario. The number of rules increases with the number ofesarios. It
will not be possible to establish content-based rules whehdre are real-time
requirements between acquisition and delivery of the incang data.

The limitations of dropping data based on constraints impasd on content
can be overcome by imposing rules based on the structure of application
domain. The advantage of this technique is that we require dna single set
of rules that do not change (e.g., in news you cannot presengtails of a story
without an introduction; or details can be dropped but not tre introduction).

Further, Ozsoyoglu et al. [72] present algorithms for comgng a mul-
timedia (text, graphics, video, etc.) presentation in a sp®ed duration.
Depending on the content-based rules, rst the multimedia dta are com-
posed in sub-presentations and then the proposed algoritisnbased on the
requirement of the maximum number of windows to be open at artime and
the total duration of the presentation are used to compose ghmultimedia
presentation. This work has not been speci cally targeteda the composi-
tion of video data and the authors do not discuss the qualityfaa resulting
multimedia presentation.

Smith and Kanade [87] use a skimming technique to reduce théaypout
time of a composition for browsing. They identify signi can audio and
video information to create a synopsis. This work is more kkcreating a
table-of-contents rather than a cohesive composition. Sigcant audio and
video segments do not possess complete information, rathérdication of

the available information.
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Kamahara et al. [45] propose automatic program compositidor a news-
on-demand system. They present techniques for recompasitiof data under
the playout time constraints. They break a broadcast compdsn into unit
data, where a unit data corresponds to data between two susséve shot
boundaries. Depending on the time speci cation, each unisisequentially
played out and stopped when time runs out, thus stopping at aarbitrary
point in a composition. Therefore, this technique does notrpvide a cohesive
composition.

In a composition, even if segments are dropped to adjust thdagout
time, the the resulting composition should still be a compte and cohesive
composition. Furthermore, since segments consist of coptefrom multiple
perspectives, the time-constrained compositions shouldamtain the abil-
ity to present as much information from di erent perspecties as possible.
In addition, the time-constrained composition should be db to cover as
much creation period as possible. Therefore, we require goosition and
customization techniques that take these features into agant. In addition,
we require means to evaluate the quality of resulting compitisns to compare
them with manually composed video. These issues are disaesn detail in

subsequent chapters.

2.4 Summary

In this chapter we have reviewed several existing metrics artechniques

that are used for evaluation, information retrieval, and pesentation of a
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video composition. In each case, we have highlighted the ltations of these
metrics and techniques, and have identi ed specic areas afe ciency in
evaluation and composition of a video piece. A general cousion of our
survey is that while many of the existing metrics can be usea tevaluate the
performance (recall & precision) of a retrieval system, tlyeare not su cient
for evaluating the quality of video compositions. Similagl, we nd that the
existing composition techniques rely only on content for coposition, and
do not consider structure and time which are the other critial elements in a
video composition.

Our review of the existing metrics and techniques for videcomposition
has identi ed new areas for innovation and has highlightedpci c areas for
improvement. In particular, we nd that the existing metrics that we are
aware of o er little in terms of evaluation of a video composion. EXxisting
metrics are useful only for retrieval of information, but donot consider var-
ious features like theme, temporal continuity, and structte in digital video
production systems. Therefore, there is a need for developnt of a new set
of metrics for evaluating the performance of a DVPS.

Our review shows that the existing video composition techques are
content-based only. In other words, while these technique®mpose a video
piece by nding the similarity among the concepts associatewith video
segments, they do not incorporate creation time and structe features. Cre-
ation time plays a critical role in maintaining temporal integrity of a video
piece. For example, it is important that in a newscast the fde are presented

in the correct chronological order since a news item can lasver a time-
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period. Similarly, since not all segments of a video pieceeaalike, the overall
structure of the composition is a ected by the placements ahese segments
in the composition. For example, some segments are good calades for
staring a narrative while others better describe the eventssociated with the
narrative. By not considering creation time and structure éatures of a video
composition, existing techniques produce an inferior videpiece. Therefore,
there is a need for improvement in these aspects of video comsjiion tech-
niques.

In subsequent chapters we propose a set of new metrics forlaadéion of
a video composition. In addition, we also propose improveamposition and

customization techniques for digital video production syems.
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Chapter 3

Metrics for Evaluation of a

Composition

Synopsis

In this chapter, we discuss the features that represent a \@d composition.
These features include information contained in a composit, information
ow in a composition, temporal ordering of content in a compsition, struc-
ture of information, and creation time period of content in acomposition.
Based on this feature set, we formulate a set of metrics thateused to quan-
tify a dynamic video composition. We demonstrate the use ohése metrics
with help of examples. The proposed metrics are used to evata the quality
of manually composed news broadcast videos, and the resudtstablish the

baseline reference values for automated news video composs.
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3.1 Introduction

To convey a story using the video medium requires a success@f video seg-
ments corresponding to concepts of its narrative. The narige also has a
main concept, or focus, called the story center. Therefora,story is achieved
by the composition of a succession of video segments mappouncepts or
threadsthat include the story center and multiple related conceptsTo quan-
tify the character of the video segments, we identify some ridamental at-
tributes, or the feature set, of video narratives.

The rst attribute is temporal continuity, which characterizes the sequenc-
ing of segments in time. A video composition is created by cqosing infor-
mation about a story or story center; it shows changes as thé&sy develops
and progresses. In other words, a composition is a chain ofisa and e ects.
Therefore, the position of a particular cause or e ect in a guoposition is
very important. The information needs to be presented along timeline, for
example, a scoring time series in a game. The quality of theraposition is
also e ected by the position of a segment on a timeline. We caat trans-
poseolder facts to a position in future without rst introducing a change in
context.

The next attribute is thematic continuity, or the smooth ow of con-
veyed information between consecutive segments. In a comsgimn di erent
views or perspectives are present about a story or story cent For exam-
ple, multiple views of an event are presented in a news item.¢e, eld shots

and interviews). Therefore, there are di erent sets of segents that present
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Figure 3.1: Schematic of Threads in a Composition

Creation Time

domain-relevant information but by di erent vehicles. The sets possessing

temporally-ordered segments are calletthreads where each thread contains

information from a di erent perspective about an event. Fig 3.1 graphically

illustrates this concept of threads. Each thread induces éhématic jump,

or shift in the theme of the story. Hence, the segments assatad with the

threads must be ordered to maintain overall continuity in tleme throughout

a composition.

Another attribute is period span coverageThe lifespan of an event can

vary from a single day to many years. A composition can encomags this

entire period or a subset of this period. We describe and quéwg this cov-

erage as period span coverage. We also consider the continoif types of

assembled components of the composition. For example, a iseitem has

structure that consists of an introduction, a body, and an eth A composed
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video piece should conform to such a domain-dependent stiuie. This at-
tribute is described asstructural continuity.

Content progressionin a composition also plays an important role. A
consumer must be able to assimilate the contents of each segpinwithin its
duration, yet should not be presented with unnecessary canit. This must
be balanced with the exclusion ahformation that can be lost when segments
are shortened or dropped from a composition. Here we de nefanmation as
the sum of the concepts encompassed in the composition.

The feature set for characterizing video compositions casts of informa-
tion, thematic continuity, temporal continuity, structur al continuity, period
span coverage, and content progression. Next, we formulatchniques to
guantify these attributes. The symbols used in this chapteand later chap-

ters are summarized in Tables 3.1, 3.2, 3.3, and 3.7.

3.2 Metrics

We propose a metric for each attribute in the feature set. Théormulation
of the metrics assumes the existence ofandidate setS, of segments for
a composition. That is, the candidate set of segments, from the universe
of available video segmentsS, satis es a particular selection criterion. Ul-
timately, the candidate set yields acomposition setS. which, when ordered,
comprises the nal video composition. Intuitively,S. S, S.

To support characterization of the video segments, we de ne tuple <

b;W;d >, where b is the creation time and date of the segmentd is the
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Table 3.1: Symbols Used to De ne Segments and Sets

Symbol Description

S Segment

S Universe of video segments

N Size of the segment universe

b Creation time and date of segments
C Universe of concepts

d Playout duration of a segments

Sa Candidate set

Na Size of the candidate set

S Composition set

N¢ Size of the composition set

Sk kth set of composition segments (multiple compositions)
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playout duration of the segment, andW is an ordered set of concepts for the
segment with respect to the universe of concept€, contained inS.

SetsS, and S; are re nements onS that lead to the composition. These
re nements are performed in practice by database queries f@ming simi-
larity matching between user-input interest criteria and he set of concepts
associated with each segment i8. The concepts associated with each seg-

ment are established during annotation (upon inclusion its).

Table 3.2: Symbols Used to De ne Concept Vectors

Symbol Description

W Concept weight vector for a segment

Wi Weight associated with conceptc;

w? Average weight associated with a concept; for a candidate set
wf Average weight associated with a concept; for a composition set
Ca Centroid vector for a candidate set

C. Centroid vector for a composedset

To simplify the mathematics, we make two assumptions abou#. First,
we assume that bothSj and jCj are constant during evaluation. Second, we
assume thatS has a chronological order of creation times. This propertyan
be achieved by the mappindgV from the set of natural numbers to segments

in S, whereM is one of the permutations of the set of natural numbers:

OIM:M S ,y:(B8i:1 Ii<N :bv](i) b\/l(i+l)); (3.1)
whereN = |Sj, Sy is a symmetric group of permutations of degrefd , and
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M is as de ned above. The relationM permits segments to be chronologi-
cally ordered by creation time independently from subscripvalues. For the
remainder of the paper, our use of the term \consecutive segmts" implies
this property of adjacency in creation times.

The metrics are described below:

Table 3.3: Symbols Used to De ne Metrics

Symbol Description
In Information

€tc Temporal continuity

€thc Thematic continuity

€cp Content progression

€sc Structural continuity

€ps Period span

Forward jump weight for temporal continuity

Forward jump tolerance

Dissimilarity threshold

Similarity threshold

Fast change threshold

% Slow change threshold
D Target temporal span
Da Achieved temporal span
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Information

This metric measures the amount of information, or the sum dhe concepts
represented in a composition (these associated segmentsypose the com-
position set (S)), as compared to the information available in the candidat
set (S;). We calculate the amount of information in a composition afollows.
We de ne W = [wy; Wy, Ws; i W] as the concept weight vector char-
acterizing the weight of each concept in the concept universassociated
with a segments. (These weights are de ned at the time thats enters
S through manual or automatic techniques.). Acentroid vector is de ned
as C = [wq; Wy, Ws; i1, Wcj] where eachw represents the average weight of
a concept from the represented segments in the set. Substgip and c are

used to describe candidate or composition sets in this notah. Therefore,

1 X
N a 8s2S,

represents the average weight of concepy; for elements in the candi-
date setS, that form the centroid vector C,. The centroid vector for the
composition set C,) is similarly de ned on S..

To evaluate the information metric, we measure the similay of infor-
mation betweenC, and C; using the cosine similarity metric proposed by
Salton [79]. This technique measures the distance betwedrettwo vectors

in the concept space of dimension:

3 Ezl (ax ”b<)
(@) R (h)?

Applying this technique, the information metric, In, is de ned as:

cosinelX; B) = g%
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cosineC,; Ce) N,
Na )

In =

We observe that the weight of a concept central to a storylindoes not
vary appreciably in a candidate set and the cosine value bysilf is not sen-
sitive to the concepts occurring less frequently in a comptien. Therefore,
we scale the cosine value with the facto%;. If the information in the two
vectors is the same, therin = 1, otherwise, In< 1.

This metric can be evaluated using, for example, the data ofidgz 3.2.
Consider the set of video segments and their concept vectossth binary
weights as shown in the gure. If all segments are incorporadl in the com-

position then the centroid vectors, of the candidate set andomposition are:

Ca = Cc =[0:72 0:72 0:54 0:63 0:45 0:18 0:54 0:09 0:27 0:27 0:18 0:18 0:09 0:18 0:27 0:18 0:27 0:27]

The information value (In) of the two vectors is equal to 1. Suppose
segmentsss to sg are not in the composition, then the centroid vector for the

candidate set and composition are:

Ca =[0:72 0:72 0:54 0:63 0:45 0:18 0:54 0:09 0:27 0:27 0:18 0:18 0:09 0:18 0:27 0:18 0:27 0:27]

Cc =[0:85 0:57 0:57 0:57 0:57 0:28 0:57 0:00 0:14 0:14 0:28 0:28 0:14 0:28 0:28 0:14 0:28 0:14]

The information value, In is now equal to 0.61, and there is a 39% re-

duction in the value oflin.
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5152|153 (% |55 | % | 57| %8| % |10 °11
India 1 1 1 1 1 1 1 1
Nuclear 1 1] 1| 1} 1| 1| 1 1
Bomb 1 1 1 1 1 1
Test 1 1 1 1 1 1 1
Fission 1 1111
Underground| 1 1
Pakistan 1 1 1 1] 1| 1
China 1
CTBT 1 1 1
NTP 1 1 1
Kashmir 1 1
Dialogue 1 1
Bilateral 1
UN 1 1
USA 1 1 1
Sanctions 1 1
Condemned 1 1 1
Amend 1 1 1

Figure 3.2: Example Concept Vector Weights
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Temporal Continuity

Temporal continuity, ec, is quanti ed as follows: letN. represent the num-
ber of segments placed on the creation timeline, and the distces between
segments be measured in time. Let large forward jumps in tin{g such data
exist) be less damaging to temporal continuity than reverspimps, and let
forward jumps be weighted by O 1. We de ne goodtemporal con-
tinuity to mean that all cause-e ects in a story follow an ingeasing time
series.

Temporal Continuity:

0O ba b ) e =1
b b > ) eitc =1 ((bs1  h) )=Dx
ha b <O ) €. =1 (b h.)=D

Here, is the duration that can be tolerated in a forward jump andD; is
the target temporal span of the data. The mean temporal comtuity of the
segments on the timeline is P Ne 1d..

In Fig. 3.3 the behavior of thematic continuity is shown. Thecreation
time and date b of is always taken as 0 hours and creation time and date
b1 is changed in the increments of both 24 hours and -24 hour3; is taken
as 960 hours, is taken as 24 hours, and the weight is taken as 0.6. As
seen from the gure the temporal continuity with reverse junps is penalized

more then the forward jumps.
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1 1 1 1
100 200 300 400 500

Figure 3.3: Schematic Behavior of the Temporal Continuity Mtric

Consider the creation time and date of the segments of Fig.23as shown

in Table 3.4. Assume that the tolerated jump duration, , is 24 hours and

weight is 0.6 and consider the playout sequenc® [ S, ;S3;S4;S5;Ss;S7;Ss; S9; S10; S11)-
All jJumps in this example are forward in time and less than in duration

with the exception of the jump betweenss and ss. However, since there are

no data corresponding to this jump window, there is no penalt Gaps in

data are usually due to the news item being o -air for long péods due to

lack of new developments. As the, for all consecutive pairs of segments is

1, the mean temporal continuity is also equal to 1. Considehé& sequence

[S1;S0:S4;S5;S6;S7,;S8;S10;S11;S9]. The e for this sequence is shown in

Table 3.4 and the mean temporal continuity is 0.97.
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Table 3.4: Creation Time, Date, and Temporal Continuity

Segment Time Date

S1 08:00:00 | 01/12/98

S2 06:30:00 | 01/13/98

s3 22:00:00 | 01/13/98

S4 10:00:00 | 01/14/98

S5 08:00:00 | 01/15/98

Se 20:00:00 | 01/16/98

S7 14:00:00 | 01/17/98

sg 12:00:00 | 01/18/98

Sg 22:00:00 | 01/18/98

S10 14:00:00 | 01/19/98

S11 08:00:00 | 01/20/98
Segments et
S1  S2 1
S2  Sa 1 0:6(1650 1440)=7 24 60=0:98
S4 Ss 1
S5 Sg 1
Sg S7 1
S7 Sg 1
sg  Si0 1 0:6(1560 1440)=7 24 60=0:99
S10  S11 1
S11 So 1 (2160)=7 24 60=0:78
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Thematic Continuity

This metric, enc, quanti es the progression of a storyline or a theme in a com-
position. We establish a similarity threshold , and if the similarity measure
between the two consecutive segments is more than the two segments
are considered very similar and progression of the theme tat&c. We also
establish a dissimilarity threshold , below which segments are considered
disjoint.

Thematic Continuity:

cosine{V;; Wi, ) ) d.=1
cosinefV;; Wi.,) > ) e = COSIN@W; :Wi.1 )
cosinefV; Wi,,) < ) g, = COSINGW: Wiw)

The mean thematic continuity of a composition isg*— i Ne te.. In
the Fig. 3.4 the schematic behavior of thematic continuity wh dissimilarity
threshold of 0.4 and similarity threshold of 0.7 is shown.

Consider a dissimilarity threshold of 0.6, similarity threshold of 0.9,
and a sequence 0B[;S,;S3;S54;Ss;Ss; S10; S11]- The thematic continuity of
the composition is calculated in steps using the concept tecs of Fig. 3.2

and is shown in Table 3.5. The nal result is a value of 0.76.
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Figure 3.4: Schematic Behavior of the Thematic Continuity Mtric

Table 3.5: Thematic Continuity

Segments cosine €thc

ST S 5:p 6 8=0.72 1
S; Ss 6= 8 7=080 1
S3 S4 4P 7 6=061 1
S4 Ss p 6 8=0.72 1
S5 Sg p 8 6=0.28 | 0.28/0.6 = 0.46
S S10 p 6 5=0.18| 0.18/0.6=0.3
S10  S11 p 5 6=0.36| 0.36/0.6=0.6
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Content Progression

This metric, e, characterizes the rate at which concepts change within a
composition. Changes that are too fast or too slow deteriakathe quality of
a composition.

We consider content progression as beirfigst if, given that there are vari-

ations in the information contained in consecutive segmesitthe duration of
playout of the consecutive segments is smaller than a fagtange threshold .
If the playout duration of a segment is greater than a slow-emnge threshold,
%;then a long time is consumed on discussing a certain aspectaof event
and the content progression is considereslow. The content progression is
measured as follows:

Content Progression:

di % ) ei:p:l
d > % ) T
d < ) e';:p: 4

Here, e, is de ned as progression continuity and; is the playout duration
of segments;. The mean playout duration of the segments iﬁ—c P Ne e';:p.

The schematic behavior of the content progression metric sémilar to the
thematic continuity metrics (Fig. 3.5

Consider the playout durations of the segments shown in Tabl3.6. As-
sume a fast-change threshold of 5 seconds and a slow-change threshdélabf

150 seconds. The content progression of the sequersze$,;S3;S4;Ss ; S ; S10; S11]
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Figure 3.5: Schematic Behavior of the Content Progressionéitic

is shown in Table 3.6. The mean content progression of the seqce evalu-

ates to 0.81.

Period Span Coverage

This metric quanti es the performance of a system for coverg information
from a complete period for which data are available and seted. Let D,
be the target span requested for composition anD, be the span covered
by segments in the data universe under the selection criten. Period span
coverage gy, is de ned asg—f.

Consider the segments summarized in Table 3.4. The completpan of
the data in the table is from 12 Jan 1998 to 20 Jan 1998. For theguence

fs1;S2;540, the span coverage of the composition iss = 0:25.
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Table 3.6: Playout Duration and Content Progression

Segment | Duration (s)

S1 10
S 15
S3 2
Sy 3
Ss 30
Se 60
Sy 12
Sg 4
Sq 5
S10 120
S11 300

Segment €cp

S1 1
S 1
S3 2/5=04
Sa 3/5=0.6
Ss 1
Se 1
S10 1
S11 150/300 = 0.5

Table 3.7: Symbols Used to De ne News Video Segment Types

Symbol Description

Sh Set of Headlinetype segments

Sin Set of Introductiontype segments
Sh Set of news body-type segments
Se Set of Enclosetype segments
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Structural Continuity

The structural continuity metric is de ned with respect to an established
domain-speci ¢ structure, and quanti es deviation. Below we describe a
structural continuity metric for broadcast news video. Theevaluation is
binary; degrees of discontinuity can be de ned but are not emidered here.

Structural Continuity for News Items:

fshg=C) ec=1 Only a headline can be present in a
composition C.
fsh;sing=C) ec=1 Only a headline and an introduction
can be present in a compositionC.
fshg=C) ec=1 Only an introduction can be present
in a composition.
fSh;Sin ;TS sﬁ; 2gg=C) ec=1 Only a headline, an introduction,
and segments belonging to the body can be
present in a composition.
fsin;fst;s2;iigg=C) ex=1 Only a headline and segments belonging
to the body can be present.
fsin;fst;s2;iigiseg=C) ec=1 Only an introduction, segments belonging
to the body, and an enclose can be present.

fsn;sin;fst;s2;igsed=C) ex=1 All the segment types are present.

f All other combinationsg) esc =0

With the de nition of these metrics for evaluation of video ®mposition,

we are prepared to establish reference values for manugbiseduced video in
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a speci c domain. We use these reference values to evaluate performance

of our automatic composition techniques.

3.3 Analysis of a Broadcast News Composi-
tion

Broadcast news video production presents us with well de dedomain-
speci ¢ structures on which to apply our techniques. It is ao readily avail-
able in adequate quantities. In the following we collect dat from three
broadcast sources and evaluate the quality of the broadcaséws using our
metrics. Details of data collection, analysis and resultsf the evaluation are

described below.

News Video Data Collection

Broadcast news video data were acquired from CNN, NBC, and ABover
a period of 40 days from 20 January 1998 to 28 February 1998. rihg this
period we recorded the 9:00 AM and 8:00 PM CNN (national) brakcasts
(CNN1 and CNNZ2), the 6:30 PM NBC (national) broadcast, and tle 12:00
PM ABC (local) broadcast.

Data were initially recorded in analog, VHS/NTSC, format am consider-
able e ort was required to translate the data into a state suable for resolving
gueries to yield candidate sets and composable segments.eTdnalog video

streams were rst digitized into MPEG-1 format and then conent and struc-
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tural information/metadata were extracted. Segments werannotated based
on the types of components within each news item. Content imfmation

such as conceptual and tangible entities [6] (e.g., peoplecations, cause
and e ects, and events) were annotated to support the gendran of concept

vectors. Based on this data set we applied our metrics.

Thematic Continuity and Content Progression

The thematic continuity (e.) was evaluated with a dissimilarity threshold
= 0.6 and a similarity threshold = 0.9. The content progression €)
was measured with a fast-change threshold = 8 seconds and slow-change

threshold %= 100 seconds. The results are summarized in Table 3.8.

The measurements show a thematic continuity that varies beteen 0.50
and 1.0. The low values indicate rough transitions betweergsecutive video
segments. This is also apparent from a visual inspection dfe corresponding
segments where there are abrupt jumps in information levelebween threads
of the news items. The content progression varies betwee8D.and 1.0. On
average the playout duration of a segment is within the lowexnd upper limits
set for measurement and there is a gradual change in contehréughout the

composition.

Temporal Continuity

For measuring temporal continuity we assume that the creain time of a seg-
ment is the time when itis rst shown in a composition. As menbned before,

segments transposed in time or segments with signi cant iat-segment tem-
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Table 3.8: Thematic Continuity and Content Progression Mesurements

News No. of €the ecp News No. of €the €cp News No. of €the ecp
Item Segs Item Segs Item Segs
1 9| 0.80 | 091 34 5| 0.95 | 0.95 67 2 1.0 | 0.93
2 11 | 0.93 | 0.93 35 6 1.0 1.0 68 3| 074 1.0
3 8 | 0.89 | 0.97 36 4 1.0 | 0.93 69 5| 0.98 1.0
4 7 | 0.89 1.0 37 6 1.0 1.0 70 14 1.0 | 0.85
5 5| 0.68 | 0.87 38 3] 0.95 1.0 71 12 | 0.99 | 0.97
6 2 1.0 | 0.88 39 10 1.0 | 0.95 72 8 1.0 1.0
7 10 | 0.94 | 0.93 40 7 1.0 | 0.94 73 3| 092 | 0.87
8 8 1.0 1.0 41 3 1.0 1.0 74 7 | 0.98 | 0.96
9 6 | 0.99 1.0 42 5 1.0 | 0.95 75 10 1.0 | 0.83
10 7] 0.73 | 0.96 43 5| 0.98 1.0 76 2 1.0 | 0.93
11 5| 0.98 | 0.92 44 7 1.0 1.0 77 6 | 0.98 1.0
12 7 | 0.98 1.0 45 11 | 0.98 1.0 78 4 1.0 1.0
13 5 1.0 | 0.94 46 9 1.0 1.0 79 4 1.0 | 0.87
14 51 0.92 | 0.92 47 11 1.0 | 0.95 80 2| 098 | 093
15 3| 0.85 | 0.87 48 4| 094 1.0 81 7 1.0 1.0
16 6 | 0.94 1.0 49 12 1.0 | 0.93 82 7 1.0 | 0.96
17 3| 052 1.0 50 7 | 0.98 | 0.98 83 6 1.0 1.0
18 10 | 0.98 | 0.93 51 2| 097 | 081 84 15 1.0 | 0.72
19 6| 0.99 | 0.95 52 4 1.0 | 0.87 85 10 1.0 | 0.95
20 4 1.0 | 0.90 53 2 | 094 1.0 86 5 1.0 1.0
21 4 | 0.98 | 0.86 54 4 | 0.97 1.0 87 9 1.0 | 0.88
22 7 1.0 | 0.96 55 4 1.0 | 0.96 88 4 1.0 | 0.78
23 5 1.0 1.0 56 5 .0 1.0 89 8 1.0 | 0.87
24 6 | 0.95 | 0.88 57 10 1.0 | 0.98 90 4 1.0 | 0.84
25 2 1.0 | 0.81 58 3 1.0 1.0 91 71 097 | 0.94
26 4 1.0 1.0 59 8 | 0.99 1.0 92 8 | 0.91 | 0.89
27 8 | 0.97 1.0 60 6 | 0.98 1.0 93 5| 0.96 | 0.87
28 8 | 0.97 | 0.92 61 5 | 0.89 1.0 94 2 1.0 | 0.87
29 8 | 0.90 | 0.89 62 2 | 0.50 1.0 95 4 1.0 | 0.93
30 8| 0.97 | 0.98 63 4 1.0 | 0.93 96 2 1.0 1.0
31 6 1.0 | 0.92 64 2 1.0 1.0 97 2 | 0.66 1.0
32 6 1.0 | 0.95 65 6 1.0 1.0 98 21082 081
33 4 | 0.86 | 0.93 66 54| 10 1.0 99 6 | 0.96 1.0




poral spans will yield low temporal continuity. To study this characteristic
we isolated a single news event on the topic of the United Natis and Iraq
Stando .

We de ne inter-transposition duration as the period betwee segment
repetition. The distribution of inter-transposition durations frequencies of

the news items from CNN is shown in Fig. 3.6.
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Figure 3.6: Inter-Transposition Durations for News Itemsrbm CNN1 and

CNN2

The minimum inter-transposition time found in the result daa set (Table
3.9 and Fig. 3.6) is less than one hour (i.e., the same segméntrepeated
in a single broadcast). On average, the interval between segnt repetition

(of 96 segments) from a single source (CNN) is 59 hours. The ximaum
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inter-transposition time is 659 hours. Note that for this aalysis we ignored

segments that might have occurred prior to our observationgriod. Table

3.9 shows additional data characterizing the other news smes.

Table 3.9: Segment Inter-transposition Repetition Histor

Source Number of | Maximum | Average Maximum Minimum
Segments Times Inter- Inter- Inter-
Repeated Repeated | Transposition Transposition Transposition
Time (Hours) Time (Hours) Time (Hours)
CNN(1 & 2) 96 7 59.12 659 <1
NBC 16 2 36.95 144 <1
ABC 4 4 18 48 <1
Mixed 68 3 46.4 321.5 1.5

Fig. 3.7 illustrates the types (described in Chapter 4) andéquencies of

repeated segments. 81% of the repeats ahdld Scenesvith no audio; 3% of

the repeats areWild scenesith both audio and video; 14% of the repeats

are Commentswith both audio and video; and less than 1% of the repeats

are Commentswith video only and Interviewswith both audio and video.

Most of the repeated segments contain only the visual dataéi, segments

shown as a backdrop to a reporter's or an anchor's commentaryExamples

include shots of a plane taking o or a missile being red. Somof the original

segments contain comments or a speech in which the source lué audio is
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<1%

Wild-Scene: Only Video
Wild-Scene: Both Audio and Video
Interview: Both Audio and Video
Comment: Both Audio and Video
Comment: Only Video

Figure 3.7: Segment Types Repeated by CNN

a subject; however, when the same segment is repeated, thigioal audio is
sometimes suppressed and replaced by a voice-over. For eghamninitially, a

segment of Ms. Albright commenting on Iraqg is shown with botlvideo and
audio. Later, only the visual is shown with a reporter estaidhing a context
(e.g., \today Albright commented that the situation in Iraq is critical"). Or

the visual can be shown as part of eld footageWild Sceng therefore, no
introduction is required.

When a change of context is required, a human editor tries to amtain
continuity with an appropriate introduction. However, the temporal con-
tinuity is evaluated by assuming that the context is not estalished before
segments with both audio and video are repeated in a compasit. In Table
3.10 the repetition of a segment from an earlier time to the fure is called
ashback and the presentation of a segment from the future wiout presen-
tation of intermediate information is called a ash-forwad. Each time there

is a ashback only one segment from the past is repeated; tlefore, the seg-

57



ments preceding the ashback segment and the successiverseqgt are in the

correct creation time series.

Table 3.10: Temporal Continuity Measurements

Parameter Value
Presentation Duration in Hours 912
Total No. Segs 387
No. of Segs Repeated (Table 3.9) 17

Average Inter-Transposition Time in Hours (Table 3.9) 59

e for Flashback 0:93
Tolerated Forward Jump Value in Hours 24
ec for Flash-Forwards 0:98

Temporal continuity between the remaining consecutive pes is 1 and the
mean temporal continuity for the presentation is £386(158 + 16:6 + 352) =
0:99.

Information and Period-Span Coverage

Evaluation of information coverage (n) is achieved by an analysis of the
information content in the composition set relative to the mformation con-
tained in the candidate set. Because the contents of the caddte set and the
composition set are identical in this case, we do not yield aseful reference
for this metric. We also have di culty with period-span coverage because

of the absence of information about the creation time span wered by the
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original data. Finally, structural continuity is assumed to be inherent in the
manually-edited data set and this is consistent with our olesvations (e.g.,
CNN rarely makes naive mistakes in assembling video by segmg/pe).

We further observed from the data set that the presentation wration is
a varying parameter and its value is highly dependent on theoatent being
presented. When the current focus of the content exhibits emges (i.e.,
developments and progressions of the event), we observedttthe duration
of the presentation is longer to support the impact of the cdant. We also
observed that lifespan of news items can vary from a days toars.

Therefore, a candidate set will consist of segments of vang playout
duration, period span coverage, and information. These sagnts need to
be selected to form a composition with correct structure, ahsatisfactory

temporal and thematic continuity.

3.4 Summary

In this chapter we have formulated a set of metrics to evaluatthe quality of
a video composition. We consider many essential featuresaotomposition.
In particular, we consider information content, informaton ow, temporal
ordering of content, creation time period in a compositiongontent progres-
sion, and structural ordering of information. These featwes form the essential
requirements for formulation of our metrics.

To measure information content in a composition, we compamncepts

contained within all the segments in the composition with tk concepts in all
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the segments returned as a result of user-selection crigeficandidate sets).
This is achieved by creating centroid vectors of the segmenn candidate and
composition sets and using cosine metrics to measure the gamty. The-
matic continuity, or information ow, is evaluated by measuing similarity

in the concepts of the two consecutive segments in a compasit We use
cosine metrics for this measurement also. We establish thessimilarity ( )
and similarity ( ) thresholds, and consider compositions for which the value
of the cosine measurement falls within these thresholds asgsessing good
thematic continuity.

Temporal continuity is evaluated by using the creation timeand date as-
sociated with segments in a composition. The quality of a cqosition with
large forward jumps in time or backward jumps in time betweemonsecutive
segments is considered poor. Temporal continuity is measdrby the di er-
ence in creation times of adjacent segments based on a thr@shfor forward
jump in time that can be tolerated in a composition, and a weight , for
forward jumps. We measure period span coverage by comparitige span
covered by segments in the candidate set to the span covergddegments in
the composition set.

Content progression in composition is evaluated by measng the playout
durations of constituent video segments. The content progssion is consid-
ered good if the playout durations fall within the fast-chage threshold ()
and the slow-change threshold %. Finally, we measure structural continuity

using Boolean evaluation.

Utilizing the proposed metrics, we acquired reference vas for quality
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of broadcast news video from CNN, ABC and NBC. Our results shothat
the thematic continuity varies between 0.50 and 1.0, the lowalue indicating
some rough transitions between consecutive video segmenfBhe content
progression varies between 0.81 and 1.0, indicating gradlahange in content.
The temporal continuity is evaluated to be 0.99. Evaluatiorof information
coverage and period span coverage could not be conducted tluasu cient
data. Since the composition is manually composed, the stitucal continuity
is always maintained.

Later in this dissertation (Chapter 5), we will use the aboveeference
values to evaluate composition of a newscast resulting froapplication of
automatic composition and customization techniques proped in the next

chapter (Chapter 4).
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Chapter 4

Techniques for Composition
and Customization of Digital

Video

Synopsis

In this chapter, we present the proposed composition techques for digital
video data. The proposed composition techniques are based the con-
tent within video data, creation time of data, and structure of the video
domain. These techniques are applied to news video data. Th&ucture of
the resulting composition is based on existing forms or strtures for news
video composition. The proposed techniques are divided sminstance-based
and period-based compositions, and include temporal congition, thematic

composition, and thematic nearness composition. In additn, we also discuss
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techniques that make composition under playout time constints possible.

4.1 Introduction

In addition to concepts contained within segments [31, 6428 information
about creation time associated with the segments and domasapeci ¢ struc-
ture are also required to produce an automatic video comptien. Therefore,
we require techniques that consider content, creation timend structure dur-
ing a composition. A composition can also be customized, dsosn in Fig.
4.1, which depicts composition under playout time constrats (i.e., limited
playout duration). Most of the existing customization tecmiques are based
on content customization [47]. However, customization umd playout time
constraints has not been explored for video data, though trial playout time
constraint techniques (in which a pre-composed presentati is played until
the speci ed duration) are being used to limit the playout tme [45]. Thus
the challenge is to create a time constraint composition thas cohesive, cov-
ers maximum time span of the available information, and prests di erent
aspects of a story.

To demonstrate the composition and customization techniggs we use
newscast as an example domain; however, the techniques agaeagic and can
be applied to any other domain. We adopt the work of Musburg€li63] for

correct structural composition of a news item.
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Figure 4.1: Schematic of Composition and Customization ofé\ws Items
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4.1.1 Forms of News Items

In a guide to an electronic news gathering, Musburger disaes the various
structures or forms associated with a news story. The mainrfos are as

follows:

Spot News: Presentation of actuality or scenes of a story that is taking
place is called spot news. Usually the story is brie y introdced and

the scenes are presented in a linear fashion.

Stand-Upper: A reporter gathers information and a videographer shoots
as much cover (di erent threads or perspectives) footage gmssible.
Finally the story is recorded by the reporter introducing the story fol-
lowed by the cover footage, and in the end the reporter predsrthe
tag line (ending segment of the story). This form is used in aaviety

of settings, from breaking news to public relations \pu " pieces.

Wraparound: Also called a donut, there are two types of wraparounds.
One is the same as a stand-upper, but the anchor delivers theus and
the end lines while a reporter delivers the center of the dohuln the

second method the center of the donut is an actuality.

As observed from broadcast news and according to Rabiger ],7the in-

gredients of footage or scenes can be summarized as follows:

Action Footage or Wild Scenes: Footage from the actual location of

the event is called action footage. Among other things, sces in an
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action footage can belong to landscapes, inanimate thingseople, or

creatures engrossed in everyday activity.

Interviews: Interviews refer to one or more people answering formal and
structured questions. Interviewers can be o camera and gagons can

be edited-out.

Comments: Informal and on-location interviews with a reporter grabhng
someone to interview at the site of the story are referred tosacom-

ments.
Speech: Speech refers to formal communication or expression of tighis.

Re-enactment: This refers to situations that are already past or cannot

be Imed are acted out or animated.

Based on the above forms and footage components we de ne theisture
of a news item. To create a cohesive composition we identifgle of segments
in a composition and a set of structure-based constraintsn [Table 4.1, the
structure of a news item is de ned as having a beginning, a bgdand an
end. If the segments belonging to a beginning, a body, and andeare
transposed, then the news item does not possess structurahtinuity. The
news item should be introduced only once, hence, a news itehosld start
with a single segment of typéntroduction and also end with a single segment
of type Enclose However, the body can have multiple segments depending
on the views being presented. If there is no body, then a segmef type

Enclosds not included in a composition.
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Table 4.1: Structure of a News Item

Headline

Introduction

Current (body) | Comment

Wild Scene

Interview| Question&Answer (QA

Speech

Enactment

Enclose

The proposed composition techniques are based on a set oluagstions.

We describe them next.

4.1.2 Assumptions

To accommodate di erent news items in a presentation, eachews item is
allotted a limited duration for presentation. Therefore, he objective of news
item composition is to maximize the presentation of the infonation related

to each event in spite of the time constraints. The tactic adated by news-
casters is to provide multiple views of an event rather than aingle detailed
view. For example, multiple views can include eld shots, aoments, inter-

views, and re-enactments of an event after its occurrence. nfews item is a

collage of views and it is possible to rearrange or drop somktlee views to
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convey the same story.

In the proposed composition techniques we take advantagetbé charac-
teristic of news items that are typically short segments thiaconvey a great
deal of information (i.e., sound bites). The following assnptions are made

during composition:

1. A complete news item is considered an event (e.g., Clintervisit to

South America).

2. An event can be composed of sub-events (e.g., intervieve®mments

from by-standers, and eld shots).

3. Thematic continuity is maintained in a news item when sulgvents are

presented in an arbitrary order provided:

(a) all sub-events belong to the same event, and

(b) each sub-event is completely played-out.

4. Within a news item, all types of segments carry the same the; how-
ever, di erent types of segments depict the theme from di eznt views
and are not redundant. Moreover, these segments are not depent

on one another for presentation.

As de ned previously, a presentation possessing thematiomtinuity is
one that comprises segments with related information thatra ordered to
maintain temporal continuity. Assumption (1) ensures thateach news item

contains information related to a single event and no irrel@ant information is
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presented. Assumption (2) is required to identify types ofegments in a body
of an event. Assumption (3) is required to maintain a storyhie, or theme,
and to avoid abrupt discontinuities in a news item by preseimg complete
information about each segment. In assumption (4) we treategments as
having content independence so that we can include, excludearrange them
in any order in the body. A segment is a complete informationnit and all

dependent content is encompassed in a single segment. Foaraple, if an
anchor person introduces a scene, then the introduction isdluded as part of
the scene. Rearrangement of clips is valid only if the segnterare from the
same instance in chronological time. If available segmerdse from a period,
the exibility to rearrange them is limited.

Additional symbols used to de ne news video segment types @rthe

composition techniques are summarized in Table 4.2.

Table 4.2: Additional Symbols Used to De ne News Video SegmieTypes

Symbol Description

Ssp Set of single-presentation-type segments
Smp Set of multiple-presentation-type segments
Sow Set of Wild Scenetype segments

Shs Set of Speechtype segments

Shi Set of Interviewtype segments

She Set of Commenttype segments

She Set of Enactmenttype segments
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4.2 Composition Techniques

In this section, we begin with a discussion on the types of sagnts present
in a structure of video-based news. After establishing theaBic segment
types for this domain, we describe the composition techniga. The taxon-
omy of Fig. 4.2 illustrates the relationships among the pragsed techniques

described in this section.

Composition SP: Single-presentation type
‘ MP: Multiple-presentation type
I |
Instance-based Period-based
|
Interest-based Random Thematic Interest-based Random Temporal Thematic Thematic Nearness
(SP) (SP) (MP) (SP) (SP) (MP) (MP) (MP)

Figure 4.2: Taxonomy of Proposed Composition Techniques

The composition techniques can be divided into two main cageries:
instance-based and period-based. These are presented itailén the next

section.

4.2.1 Segment Types and Structure for the News Do-
main
We adopt the work of Musburger [63] as a reference structurerfcomposition

of a news item. Under this model (Table 4.1), a news item is cqmsed

of an introduction, a body, and an end. Other orderings are valid and
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demonstrate poor structural continuity. Moreover, a newstém should have
a single introduction (segment typelntroductior) and a single end (segment
type Enclosg However, the body can have multiple segments depending on
the views being presented. If there is no body, then a segmaittype Enclose
is not included in a compaosition.

Our basic unit of video data in a news item is the segment. Hower,
a segment can also be comprised of multiple segments thatrfoa coherent
grouping. For our work a segment can belong to th€omment QA, Wild
Sceneor Enactmenttypes. To conform to these various structures of a news
item, we propose a set of rules for composition based on segttgpe. The

types are divided into two categories:

Single-presentation type ( Ssp): The segment types that allow only
a single segment of its kind to be included in a composition. his

includes segments of typéleadline, Introductionand Enclose.

Multiple-presentation type ( Syp): The segment types that allow
multiple segments of its kind to be included in a compositian This
type includes segments that can belong to a body. For examplee

can have multiple segments of typ&Vild Scenan a single news item.

The functions of these categories of segment types are dissed below.

Single-Presentation Type

To compose a news item we select a single segment of this typEow-

ever, the news can be generated from anstance of creation time (e.g.,
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today's 7:00 PM news) or over geriod of creation time (e.g., news about
Albright's visit to the Middle East). We use di erent rules for selection of
single-presentation-type segments for instance-baseddaperiod-based com-

positions.

Creation Instance-Based: Two techniques can be used to select a seg-
ment of the single-presentation-type for the creation insince case. First,
selection can beinterest-based This is achieved by selecting the segment
with the highest selection interestl (s). The segment is de ned for a se6s,

of the single-presentation-type by the the following predate:
Sk:9IM: (852 Ssp:m  1(s)™ m= [(sy))

Second, if all the segments have the same interest value thamandom
selection can be used. A segmestan be selected with a uniform probability.

Fig. 4.3 illustrates this type of composition.

Creation Period: If a period is indicated, then the rules speci ed in Table
4.3 are followed to select a single-presentation-type segni
Multiple-Presentation Type

Segments of this type belong to the body of a composition. lekhe single-
presentation-type, the selection of segments is also depent on instance-

based and period-based rules.
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Headline
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Enclose
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Composed Video Id
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Figure 4.3: An Example of Instance-Based Composition

Table 4.3: Creation Period Composition Rules

Rules Explanation

skj8s2 S, b  b™ b= b To build a news item in chronological order
we select a segment belonging to thdeadlinese

the earliest time and date.

Sj8s2 S :be  bM b=k Similarly, we select a segment from théntroduc

set with the earliest time and date.

Skj8s2 Se:h¢ b™b= Ik We select a segment from th&ncloseset that h:

the latest time and date.

Skj9m : (8s2 Sgp:m  1(s)* m = 1(sy)) | If more than one segment is available for a pa

date then we use the segmerd; with the highe:
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Creation Instance-Based: Because there can be more than one segment
mapping to the same instance on the creation timeline, segnte belonging

to a body can either be grouped (clustered) depending on theype (i.e.,
Speechinterview Wild SceneComment and Enactmen} or not grouped. The
reasons for clustering is desire to base a composition on afgrence for a
particular type or ordering (e.g.,Wild ScendeforeSpeech Another reason is
that, for reasons of diversity, the segments are chosen frahe di erent types
within the playout time allotment. After forming clusters, the nal order of

segments in a news item can be determined with the followingguence:

[Sh; Sin; Sbs; Sow; Sbi; Sbe; She; Sel;

where setsSys, Spw, Shi,» She, @and Spe correspond to typesSpeech Wild
Scenelnterview Comment and Enactment respectively. The order of clusters

in a body can be changed based on preference.

Creation Period: There are two types of mappings between creation peri-
ods and segments contained in a body. Let2 S, denote a segment belonging
to a body and let an instance of time be represented iy The two types of

mappings are then de ned as follows:

One-to-one mapping: The start of a single segmest 2 S, maps to

timet (i.e., s ! t) within a period (Fig. 4.4).

Many-to-one mapping: The start of multiple segmentsf(sy; Sp; Ss;:::g !

t) maps to timet (Fig. 4.5).
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Figure 4.4: An Example of a One-to-One Mapping of Segments &Timeline

| | | | »
T T L
8 S S10 Timeline

Figure 4.5: An Example of a Many-to-One Mapping of Segments &a Time-

line

Segments that map to the same instance are clustered togettand are
further grouped based on their type {Speech Interview Comment Wild
Scene and Enactment

After conforming to the structural constraints (Section 32), there is still
considerable exibility to select and order segments fronhe di erent types.

We discuss this next.

4.2.2 Techniques for Composition of a News Item

We use interest-based or random selection when there are masingle-
presentation-type segments that are candidates. Howevef,the composi-
tion is either period-based or requires thematic orderinghen, in addition

to the above rules and techniques, we require a strategy toleg segments
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from clusters or from the timeline. Our techniques are baseaoh temporal
ordering, temporal continuity, and temporal nearness comuity. This hybrid
approach is illustrated in Fig. 4.6, in which clustering andemporal ordering

are combined.

Composition
Headline
Interest-based
(D BEE@Ea@E > or Random
Candidate
Set Clustering Introduction
Thematic,
m m m m >—> Interest-based,
or Random
Enclose
Temporal,
H B >—> Thematic, or
Thematic Nearness
Temporal
Ordering Body
Thematic,
B OE 3] o) );» Thematic Nearness
Temporal,
Interest-based,
or Random

Composed Video /

EmHE & B B H

Playout

Figure 4.6: An Example of Hybrid Composition

Temporal Ordering

This scheme is applicable to period-based compositions.g8ents are orga-
nized on the timeline as a chronology according to their crgéan time and
date (Fig. 4.7).

In this case the single-presentation-type segments areesged according

to the rules of Table 4.3. The resulting composition set coisss of a single seg-
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Figure 4.7: Forward Temporal Ordering Scheme

ment of each single-presentation-type i8, and all multiple-presentation-type
segments inS,. To achieve composition, the segments i8, are sequenced
using structural constraints in increasing order of creabn time and date.
The objective of this technique is to obtimize the informatin in the presen-
tation (i.e., include all possible segments in the nal comgsition),temporal
continuity, and target span covered.

In the above composition we assume that all of the candidategments
belong to the same story center and the segments are createslthe event
evolves. Continuity is provided by temporal ordering. The egments selected
to compose a news item contain information related to a storgenter. How-
ever, since a news item develops over time and there are véioas in theme
due to multiple threads of the story, lower thematic continity results. An
extension to this technique, thematic composition, aims tensure that there
are no large jumps in themes between consecutive segment® da these

threads.
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Thematic Composition

For temporal ordering we depend on the simplicity of the ordeng among the
segments to provide thematic continuity. However, as evidéfrom the char-
acteristic of conventional news video, a composition can laeceptable with
other types of orderings yielding di erent thematic continities. Therefore,
we try to achieve composition of segments with related inforation with an
ordering that maintains temporal continuity. We useconcept similarity (CS)
for the sequencing.

The concept similarity between two segments can be found bing the
cosine similarity metric. The composition begins by selaag the rst seg-
ment of the single-presentation-type Kleadlineor Introduction) using interest-
based or random selection. If adeadlinesegments;, is selected then ann-
troduction segments;, is selected using the concept similarity. Otherwise, if
Sin IS selected rst, then interest-based or random selectios used.

The rst body-segment is selected by considering its concepimilarity
with si,. Next, after the rst body-segment on the timeline has beenedected,
the proceeding segment is included or dropped depending dretsimilarity
and dissimilarity thresholds, and . If the similarity value of two segments
d(si;sj) is more than , then the two segments are considered to be the
same and only one is used in the composition. If the similayitvalue of two
consecutive segments frorg, is less than , then the two segments are not
considered similar. When all pairs are exhausted, Eq. 4.1 valid for all

consecutive segments; and s; in the composition:
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cosinefvi; W;) (4.1)

There are di erent requirements for selecting segments f@n instance-

based or period-based scenario. These are discussed below.

Creation Instance: When building a composition for a creation instance,
we begin by selecting &eadlineor an Introductionsegment according to the
interest-based or random technique. If a segment of tygéeadlings selected
to start the composition, then the next segment of typdntroductionis se-
lected based on concept similarity. However, if there are rtiple segments
with the same concept similarity, then the nal segment selgion is interest-
based or random. If the instance-based segments are not ablg clustered,
then they are sequenced by nding the concept similarity ammy them. If
the segments are grouped according to their type, then segmtein the rst
group are sequenced based on concept similarity and then angorated in
the composition. Likewise, segments from the next group asequenced and
incorporated until all groups are sequenced and incorpoed in the compo-
sition. Concept similarity is maintained between the group by selecting the
rst segment from the proceeding group that is similar to thelast segment
sequenced from the preceding group. Some multiple-pressitn type seg-
ments from the groups need not be incorporated in order to ntaain concept
similarity.

The Enclosesegment is again selected based on concept similarity; how-

ever, if there are multiple segments with the same conceptnsiarity then
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the nal segment selection is interest-based or random.

Creation Period: For a creation period composition, all segments belong-
ing to the body are chronologically ordered initially so thathe predicate in
Eq. 3.1 holds for all segments. The rules for selection of gia-presentation-
type segments (Table 4.3) and the selection of segments fratusters of
multiple-presentation-types are the same as for compositis of a creation
instance; however, the generated composition must be vafar the predicate
of Eq. 3.1.

Under these conditions, the objective of the nal compositin is to opti-
mize the thematic continuity. Although such a composition an possess large
forward time discontinuities and loss of informationin. This is evident in

the analysis of Section 5.4.

Thematic Nearness Composition

We introduce thematic nearness in order to achieve good thatic continuity

but without the large temporal discontinuities associatedvith the thematic

composition technique. This technique also reduces the pability of in-

corporating only a single thread into the composition. To ddeve this, we
observe that segments along a timeline belonging to the sartteead have a
high level of similarity even as the thread progresses. Imfoation similarity

is a function IS of concept similarity (CS) and the dierence (o Q) in

creation time and date between segments and s;.

IS is directly proportionalto CS (IS / CS) (i.e., similarity between two
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segments increases with the number of common segmentk} is inversely
proportional (IS / ﬁ) to distance (o By) on the timeline (i.e., segments
with similar information must be closer in creation time). Br maintaining

thematic continuity, successor segments are created at tsame time or later
than their predecessors. Therefore, for any sequentialand j the value of

b B should be positive.IS between segments is de ned as:

cosine{V;; W;) |
h B ’

where A is a normalization constant used for convenience. We assume

|S(Si;Sj): A (4.2)

uniform distribution of segments along the timeline. Iff k) =0, (i.e,,
more than one segments maps to the same time) and use the cesmet-
ric for measurement of similarity between the two segmentsThis type of
composition will result in lower relative thematic contindty, and will reduce
the occurrence of dropped segments or temporal discontinas. Therefore,
the objective of this composition is to simultaneously optnize information,
thematic continuity, temporal continuity, and target span covered. This is
evident in the evaluation in Section 5.5. Fig. 4.8 illustrats the relationships
among temporal, thematic, and thematic nearness compositis.

The above composition approaches allow a selection of segtado achieve
target goals such as thematic continuity. However, additimal techniques are

required to deal with constraints on the duration of the nalcomposition.

81



t of Video Segments

S2

>3 : Timeline

Results of Temporal Composition

Results of Thematic Nearness Composition

Az FEEEEE R

Figure 4.8: Example lllustrating Relationships Among Comgsition Tech-

niques

4.2.3 Composition Under Time Constraints

We base our approach for composition under time constraintsn two as-
sumptions. First, we assume that each segment type in the bpgresents
information about an event from a di erent aspect. Second, gassume that
each segment in the body is independent of the others. The ifgations of
these assumptions are that discarding segments from the hoaf a news item
or including segments in the body from various sources wilbhsubstantially
degrade thematic continuity of the composition. We considescenarios for
the composition of single and multiple news items under a tienconstraint.
When there is ample time for the set of composed segments dauhal

content can be selected to augment the composition (single rultiple news
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items). When there is insu cient time, we must drop or cut some of the
segments to tthe constraint. Letd, specify the target composition duration
and d. represent the time required for the overall composition (sgle or
multiple items). For a composition with single itemd, is reduced tods,.

The two cases are considered below.

Insu cient Time Case

When there is insu cient time to accommodate the complete camposition
sets we must drop some segments. If we use the thematic compms tech-
nique, dropping can be achieved by decreasing the value ofo that addi-
tional segments are considered to have the same content arré aliminated
from the composition. A similar result can also be achievedybncreasing .
By using this approach, fewer threads are encompassed ane tinformation
level (In) of the composition decreases.

Another approach is to distribute the available duration amoss the com-
position sets. In this case each item gets an equal opporttnto be part of
the complete composition. However, this can result in incophete composi-
tion of individual items.

The structural-based temporal exclusion rules of Table 4.dre used to
form complete and cohesive news items. These rules dictatettime allo-
cated for each item while preserving cohesion.

If the application of these techniques fails to reduce the owosition
set duration to within the constraint then we seek to drop segents from

within the domain-speci c components. For news video we l&do drop seg-
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Table 4.4: Exclusion Rules for Time-Constrained Composith

Rules Explanation

1. (dy <do)) ((s2Sy) 6 S¢) | Ifthe duration of a news item is less than

required, then the segment of typeHeadlineis dropped.

2.0 (dy <do)) ((s2Se) 6 S | After dropping the headline, if the duration

of a news item is still less than required,

then the segment of typeEncloses dropped.

ments from the body of the news items. We propose heuristiccteniques for

instance-based and period-based compositions.

Creation Instance Adjustments: For the creation-instance case, we at-
tempt to incorporate the greatest diversity of segment type into the com-
position at the expense of the depth of each segment type. Bhs a typical
knapsack problem [29], the objective of this type adjustmémlgorithm is to
optimize views or information and utilize as much of the avéble playout
duration as possible. For example, if there are multiple speh segments that
cannot all be accommodated then initially only one is selestl. Similarly,
a single question and answer can be selected to comprise aerview seg-
ment. This process continues until all of the content is spared. The number
of components in the composition increases with each passherassociated

Creation-Instance Adjustment Algorithm leads to composibn under playout
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time constraints. The algorithm, shown below, takes a comged sequence
(e.g., a news item) and an allocated duratiomls, as input and produces a

modi ed set S.. The segments can be re-sequenced for presentation.
Creation-Instance Adjustment Algorithm:

1 Select the Introduction
2 If the Introduction segment duration is less than or equal to the allocated time ds, then
2.1 Decrease the allocated time by the current segment durat ion (ds, ds, ds)
2.2 For each unvisited segment in all groups and allocated ti me remaining
2.2.1 For each group type in the body and allocated time remai ning
2.2.1.1 For each segment in the group and no segment selected from the group
2.2.1.1.1 If the duration of the segment is less than or equal to the allocated time then
2.2.1.1.1.1 Select the segment for the composition
2.2.1.1.1.2 Decrease the composition duration by the durat ion of the current segment
2.3 If an Enclose segment available and its duration is less than or equal to th e allocated time then
2.3.1 Select the segment for the composition

3 Else end (the composition does not t the time allocation)

The example in Table 4.5 illustrates a composition set for @news item.
The application of the rules on this composition set with a tayet duration
of 600 seconds yields the resultntroduction Speech, Speech, Wild Sceng,
Comment, Wild Sceng, QA;;, QA;.

The duration ds, is allocated proportional to the complete playout time
of a composition. Hence, if there ark compositions in a collection and there
are n segments in each composition, then each composition is alited a

duration:

du: (4.3)
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Table 4.5: Example of Creation Instance Time Adjustment

Introduction Body Enclose

Introduction(10) Speech (60) Wild Scene; (30) | Interviews Comment; (20) | Enclosg?22)
QA1 (60)
QA12(130)
QA13(100)
Speech,(180) | Wild Scene>(40) | Interviews Comment(15)
QA2 (200)
QA2 (50)
Wild Scenes(14) Commentz(9)

Some of the allocated duration can still remain for each coropition in a
collection as playout duration of a segment cannot t the avdable allocated
duration. At this stage the knapsack problem is simply redwed to the bin
packing problem [27], the remaining un-allocated duratiafrom the compo-
sitions in a collection are accumulated and we try to t segnms from the
compositions into the accumulated remaining time, such thaon average,
least amount of time is left un-utilized. At this stage we do ot care about
the views (information) contained in the segments. Therefe, we optimise
the playout duration of a composition.

To best t a segment into the remaining time, we analyzed thedllowing

schemes:

Best Fit Across all Compositions (BFAC): Select the segment with the
largest playout durations across all compositions and theselect the
segment with the second smallest and so on. The process caunis

until all the remaining time is used up or the playout durations of seg-

86



ments that have not been selected are larger than the remaig time.

Least Fit Across all Compositions (LFAC): Select the segment with the
smallest playout durations across all compositions and theselect the
segment with the second smallest and so on. The process caunis
until all the remaining time is used up or the playout duratioms of seg-

ments that have not been selected are larger than the remaig time.

Best Fit in a Composition (BFIC): Select the segment with the largest
playout duration in a composition that has not been alreadyedected.
Iterate through all the compositions selecting the segmentith largest
playout duration that has not been already selected until &the remain-
ing time is used up or the playout durations of segments thatdve not

been selected are larger than the remaining time.

Least Fit in a Composition (LFIC): Select the segment with the small-
est playout duration in a composition that has not been alredy se-
lected. Iterate through all the compositions selecting theegment with
smallest playout duration that has not been already seledaeuntil all
the remaining time is used up or the playout durations of segemts

that have not been selected are larger than the remaining tien

First Come First Select in a Composition (FCFS): Select the rst seg-
ment in a composition that has not been already selected. Hae
through all the compositions selecting the rst segment thiahas not

been already selected in a composition until all the remaimj time is
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Table 4.6: Performance of Bin Packing Schemes

Averaged, Time Leftover (Seconds)
(Seconds) | BFAC | LFAC | BFIC | LFIC | FCFS
327 422 |11.09 |6.06 |7.45 |6.82

Table 4.7: E ect of Bin Packing Schemes omn: & e

€ihc €p
BFAC | BFIC | FCFS | BFAC | BFIC | FCFS
0.96 094 | 098 |0.92 0.93 | 0.91

used up or the playout duration of segments that have not beeselected

is larger than the remaining time.

Table 4.6 illustrates the performance of the about ve schees with re-

spect to the time leftover in a collection of composition aéir bin packing.

The observations are based on 100 queries with varyinlg.

Clearly the LFAC and LFIC schemes did not perform well. Next,we

evaluated the e ect on thematic continuity and content progession of 375

compositions using BFAC, BFIC, and FCFS schemes as shown iafle 4.7.

As expected the thematic continuity of the BFAC scheme is nohs good

as the thematic continuity of the FCFS scheme. However, thegpformance of

the BFAC scheme is better then the BFIC scheme as the number ségments

selected by the BFAC scheme are less and hence, spoils thentaéc conti-
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nuity of fewer compositions. The content progression of tlECFS scheme is
more depictive of the content progression of the original ogositions. How-
ever, the content progression of the BFAC is worse than BFICsahe content
progression becomes more static by selecting the largesgreent.
Comparing the overall features (i.e.enc; €, and leftover time) the BFAC
scheme performs best and we implement this scheme in our altfons. The
steps for accommodating a collection of creation-instant@sed compositions
under the time-limited constraint are as follows:
Allocate time ds., proportionately to all compositions

Use creation-instance adjustment algorithm for each com position

Accumulate remaining times from all compositions

A wN P

If accumulated time is greater than zero then
4.1 Try to accommodate all the compositions (by selecting introduction) that could not be selected
in the step 2

5. Use BFAC scheme to bin pack segments if any time remains

Creation Period Adjustments: For the creation-period case, we attempt
to incorporate segments from most of the creation period. This also a knap-
sack problem [29], the objective of this adjustment algofiim is to optimize
the target span covered and utilize the available playout dation as much
as possible. We divide a creation period into sub-periodsP; to di erentiate
segments on the timeline. Fig. 4.9 shows a creation timelirddvided into
periods of 24 hours (e.g., 24, 48, 72, 96). All segments areatiologically
ordered on the creation timeline. Segments comprising a cposition result-

ing from any period-based composition techniques are usext playout time
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adjustment.

I\ Il Il Il Il Il I Il Il I Il Il I
YLt t, tet. ot ' ‘ :
ol 2 '3 4 576 24 7 '8 48 9 10 72hr

TPy TPy TPg

Figure 4.9: Dividing Periods for Temporal Constraint Compsition

If the constraint duration is less than the total time of the @mposition
set then segments from some periods must be dropped. This ¢anachieved
by forward or reverse assembly. Forward assembly selectenits from the
start of each period. Once the available time is consumed thesubsequent
sub-periods cannot be assembled. Reverse assembly selgetss from the
end of the sub-period, working backwards in time. When timeuns out then
the earlier sub-periods cannot be adjusted.

For forward assembly, we use a forward breadth- rst and deptsecond
approach. Assume that a playout period for a news iteri P consists of
fTPy, TP,

T P,g sub-periods as shown in Fig. 4.9. Staring with the rst sub-eriod T Py,
we compose a body by selecting one segment from each subeukger iter-
ation. After each iteration, if time is left then we select aditional segments
by visiting the sub-periods again until all of the time has ben adjusted. Se-
lection from each sub-period is performed in chronologicatder. If a cluster
of segments (belonging to the body) mapped to an instance ism®untered,

then only a single segment is selected from the cluster peeiation. After

90



all possible one-to-one segments in the sub-periods are aomodated and
there is still time left, we then revisit the clusters (manyto-one mappings)
and try to adjust the content from them. Each cluster from eale sub-period
TP; is visited in chronological order.

The rules of Table 4.4 and the Creation-Period Adjustment Ajorithm,
shown below, are applied to achieve these results. Segmentapping to
an instance in period-based customization can also be inporated using
an instance-based breadth- rst and depth-second approachSimilarly, we
can use a reverse breadth- rst and depth-second approach.n this case
we begin composition from the last sub-period. However, theegments are
composed to appear in chronologically-ascending order. dlalgorithm also
takes a composed sequence (e.g., a news item) and an allatataration
ds, as inputs and produces a modi ed se§.. The set is re-sequenced as a

chronology for presentation.
Creation-Period Adjustment Algorithm:

1 Select the Introduction
2 If the duration of the Introduction segment is less than or equal to the allocated time then
2.1 Decrease the allocated time by the current segment durat ion
2.2 For each unvisited segment in all sub-periods and alloca ted time remaining
2.2.1 For each sub-period in the body and allocated time rema ining
2.2.1.1 For each segment in the sub-period and no segment sel ected
2.2.1.1.1 If a single segment is mapped to time t in a sub-period then
2.2.1.1.1.1 If the duration of the segment is less than or equ al to the allocated time then
2.2.1.1.1.1.1 Select the segment
2.2.1.1.1.1.2 Decrease the allocated time by the current se gment duration
2.2.1.1.2 If multiple segments are mapped to time t in a sub-period then
2.2.1.1.2.1 For each segment in the group and no segment selected
2.2.1.1.2.1.1 If the duration of the segment is less than or e qual to the allocated time then

2.2.1.1.2.1.1.1 Select the segment
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2.2.1.1.2.1.1.2 Decrease the allocated time by the current segment duration
2.3 If an Enclosesegment is available and its duration is less than or equal to the allocated time then
2.3.1 Select the segment for the composition

3 Else end (no composition ts)

Similar to the creation-instance adjustment algorithm, increation-period
adjustment algorithm the user speci ed durationd, is apportioned among
the compositions using Eg. 4.3. In a creation-period-basedmposition there
should not be large forward jumps or else the temporal contiity of a pre-
sentation can be compromised. Therefore, for bin packinghé BFAC scheme
cannot be used across all sub-periods of a composition buused across all
sub-periodsn (that have been already spanned by the creation-period adjts
ment algorithm) in all compositions that have already beenganned by the
creation-period adjustment algorithm. If no segment is setted, we try to
accommodate segments from the+1th sub-period (the next sub-period that
has not been spanned) across the composition, if time stilkmains we give
up adjusting time as not to reduce the temporal continuity ofa composition.

The steps for accommodating a collection of creation-pedébased com-
positions under the time-limited constraint are as follows
Allocate time ds., proportionately to all compositions

Use creation-period adjustment algorithm for each compos ition

Accumulate remaining times from all compositions

A W N P

If accumulated time is greater than zero then
4.1 Try to accommodate all the compositions (by selecting introduction) that could not be selected
in the step 2

5 Use BFAC scheme to bin pack segments
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Window-based composition: We can also specify composition to be
based on a fractional use of the available composition set.orfexample,
one might specify the selection of 20% of the available contg50 minutes),
yet require this to be rendered in a constrained duration ofdlminutes. Three

types of window mappings for this selection are proposed:

1. Start-map window: The start of the window coincides with the start
of the period for which we have data available. In a start-magindow
the stop point is de ned beforehand. This yields a composdn based

on the earliest available content.

2. End-map window: The end of the window coincides with the end of
the period for which we have data available. In a end-map wimsv the
stop point is de ned beforehand. This yields a compositiondsed on

the most recent available content.

3. Middle-map window: The start and end of the window coincides

with a portion of the period for which we have data available.

In each case, creation-period adjustment algorithm can besed for com-

position.

Ample Time Case

If d, > d, then the complete set of segments can be accommodated. How-

ever, there is unused time available for the nal compositim To consume
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this leftover, we can select related unused content from theessociated can-
didate sets. In the news domainWild Sceneswhen available, and if already
selected in a composition, can be repeated as ller. The lefter time (d, d.)
is divided proportionally among the compositions in a coltgion. The play-
out duration apportioned to a composition is based on the tal playout
duration of segments that can be used as llers in a compost. If there
are no segments in a composition that can be used as llers,elfcomposi-
tion is not considered for lling. The Filler Algorithm shown below leads
to the accommodation of the leftover time d, d.). The algorithm takes
a composed sequences (e.g., news item) and the leftover tiamel produces
composed sequences augmented by additional segments in loely of the

composition.
Filler Algorithm:

1 For each candidate segment in the composition and a nonzero leftover time
1.1 If the segment duration is less than or equal to the leftov er time then
1.1.1 Include the segment in the composition
1.1.2 Decrease the leftover time by the included segment dur ation
2 If the leftover time is greater than zero then
2.1 If Wild Scene segment not already selected as ller exists then
2.1.1 Select the partial segment with playout duration equa | to the leftover time

3 End

After using the ller algorithm once, it is a possibility that there is some
time leftover in a composition; for example, all wild scenesre used as llers
and time is still left. The time left from each composition ina collection can
be accumulated and used to fully accommodate the partial segnts. The

steps for lling a collection of compositions are as follows
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1 Allocate time ds,; proportionately to all compositions
2 Use ller algorithm on each composition
3 Accumulate remaining time from all compositions
3.1 If accumulated remaining time is greater than zero then

3.1.1 Try to fully accommodate all partial segments in the co mpositions

A recognized problem with this approach is the fragmentatiodue to the
introduction of incomplete segments. An alternative apprach is to introduce

a completely di erent type of ller such as advertisements.

4.3 Summary

In this chapter, we have presented the proposed compositiand customiza-
tion techniques for producing a video piece from related segnts. Our pro-
posed techniques are based on the existing structures of segomposition,
and produce video that possesses correct time series of @mts or threads,
and smooth ow of theme.

The segments used in a composition are divided into two types
single-presentation type and multiple-presentation typeThe single-presentation
type include segments belonging to typeHeadline Introduction and En-
close The multiple-presentation type include segments belongg to type
Wild Sceng Comment Interview Speechand Enactment Only a single seg-
ment from any type belonging to the single-presentation cahe present in
a composition. However, multiple segments from any type hmiging to the

multiple-presentation can be present in a composition.
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Our composition techniques are divided into two types: insince-based
and period-based. In instance-based composition, the ctiea time of all
the segments map to a single instance on chronological tinma, and hence
there is a many-to-one mapping between the segments and thm¢line. In a
period-based composition the creation time of the segmemtgp to a di erent
instance on chronological timeline, and hence there is a etteone mapping
between the segments and the timeline (in some cases moretloame segment
can map to the timeline).

In instance-based composition, we assume that all the datdare the
same concepts. Hence, segments in the body of a compositian be ran-
domly ordered with little or no loss in thematic continuity. Our thematic
composition technique can be used to obtain better informi&tn ow in the
composition.

In period-based composition we include temporal, thematicand the-
matic nearness ordering techniques. In temporal compositi, we assume
that a simple ordering of the segments according to their caéon time and
structural speci cation will lead to a cohesive compositin. However, tempo-
ral ordering will not result in a composition with good them&c continuity
because a storyline possesses a number of threads that o eerent views
and there can be a variation in information among threads. Wase thematic
composition to address this weakness.

In thematic composition, we use structural and temporal orering; in
addition, we select segments based on the concept similgrivetween two

segments. We use cosine metrics to measure concept sintijabietween the
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two segments. However, since the resulting composition hasendency to
stick to a small number of threads, and consequently resul large temporal
jumps, we use a thematic nearness technique to reduce temglgumps. In
this technique, similarity between segments is evaluatedabed on the con-
cepts within the segments and normalized with the di erencef creation time
between the two segments. Segments with a smaller number ofranon con-
cepts but with relatively closer creation time result in hidper similarity value
than segments with larger number of common concepts but réblely far
apart in creation time. The resulting composition consist®f a larger num-
ber of threads and smaller temporal jumps, and possessestbethematic
continuity than the temporal composition technique but lover thematic con-
tinuity than the thematic composition technique.

Our proposed techniques for composition under playout timeonstraints
are based on the assumptions that each kind of segment (e.W/jld Scene,
Interview,and Commen} presents information from di erent aspects and each
segment in the body is independent of the other for purposespresentation.
We present information from many di erent aspects and coveas much of
the creation time period as possible. For the creation-inshce time-limited
composition technique we incorporate the diversity in theypes of segments
as opposed to the number of segments of each type. In the cieatperiod
time limited composition technique we divide the complete griod into sub-
periods and incorporate segments from as many sub-periods @ossible as
opposed to the number of segments from each sub-period.

In the above techniques, if a presentation consists of morean one com-
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position, then the speci ed playout time is distributed amamg all the compo-
sitions. Each composition is assigned a time proportionab tits total playout
duration. Any left over time from the compositions is accumiated and bin
packing technique (BFAC) is used to Il up the time. In this technique, the
segment with the largest playout time (not already includeylis rst selected,
followed by the second largest segment, and so on, until no recsegments

can be accommodated.
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Chapter 5

Evaluation of the Proposed
Composition and

Customization Technigues

Synopsis

In this chapter, we use the metrics proposed in Chapter 3 to gatify the qual-
ity of a composed news video piece resulting from the propdseomposition
techniques (Chapter 4). We evaluate the quality of video paes composed by
using temporal, thematic, and thematic-nearness technigs. We also evalu-
ate the e ect on quality of playout-time-constrained videacompositions using

the time limited techniques.
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5.1 Introduction

News items/events in a broadcast news session are sequenaecbrding to
their importance. We observed that the greater the importace of a news
item the earlier it is presented in a session. Further, the dation of the
presentation of a news event depends on the importance of thentent or
sub-event being presented. In Fig. 5.1 broadcast duratiorsf a single in-
stance/day of a single news item from the three sources areosm. The
relative (within a source) extreme variations in presentabn duration are a
function of the content importance (e.g., in a murder storyfithe culprit is
caught then more time is given to the news item).

In a period-based composition, if the playout duration of a ews item
is not constrained, then all related data are composed. Thefore, in the
analysis presented in this chapter, the quality of automatially composed
news items that are much longer than conventional broadcasews items is
also evaluated.

We present an analysis of news items composed using instabesed com-
position in which we analyze the quality of a news item when gments are
shu ed. We present the analysis of a period-based temporathematic, and
thematic nearness compositions. For thematic and thematicearness com-
position we evaluate a number of compositions of the same gli@ news item.
The di erent compositions are achieved by varying the valuef dissimilar-
ity threshold . By changing the value of we demonstrate the concept of

thread inclusion in a composition. As the value of increases, the thematic
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Duration of the News Item in Minutes

Figure 5.1: Delineation of Broadcast Durations of a Singledws Item from

Di erent Sources Over a Period of 14 Days
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jump (Fig. 3.1) decreases, hence, including a smaller nunmbs threads in a
composition.

Note that we do not evaluate structural continuity here becase we ex-
pect structural constraints already to be enforced, resuttg in a structural
continuity equal to one.

We have 10 hours of digitized news video data and their corpending
closed-caption data acquired from the network sources. Tllata set contains
335 distinct news items obtained from CNN, CBS, and NBC. The ews
items comprise a universe of 1,731 segments. The playout dtion d or the
segments varies between 2 seconds and 140 seconds.

To evaluate the composition techniques we use data from fonews topics:
\United Nations and Iraq Stando ," \Clinton and Intern Cont roversy," \The
Pope's Visit to Cuba,” and \Alabama's Bombing Incident." Data for these
news topics cover a period of two to fteen days. The perfornmee of content
progression in the results represent the playout durationfeegments in the

original broadcast composition.

5.2 Instance-Based Composition

In this section we analyze the e ect of shuing segments thatare mapped
to an instance on a historical timeline. In Table 5.1 we showhe thematic
continuity of the segments sequenced in actual broadcastwe We then
shu e these segments around. The segments in a broadcast revwem are

assumed to be from the same instance on the creation timelia@d hence
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contain information from the same sub-event. However, newiems that
contain transposed segments from previous instances haesvér thematic
continuity. The segments are clustered according to theiype and ordered

as follows:
Wild Scene! Comment! Interview ! Speech Enactment

As seen in Table 5.3, the thematic continuity before and aftehe segment
shu ing does not deteriorate considerably and remains witm the range of
reference thematic continuity values. In some cases the thatic continuity

improves.

5.3 Temporal Ordering

Table 5.4 shows the behavior of the period-based temporabering technique
applied to the segments in the body of a composition. In thisesthnique we
simply order the segments along a timeline. As a result, teropal continuity

is highly dependent on the default continuity among the segemts. Dur-

ing measurement of the temporal continuity the tolerated Vlae of a forward
jump, ,is assumed to be 24 hours. Because all available data are posed
in these compositions, the value of the information and pe&rd span metrics
are equal to one. We also ensure that segments are not repeate trans-

positioned here and any degradation in temporal continuitys then due to
large forward temporal spans between consecutive segmeifithhe segments

only exist for those temporal spans.
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Table 5.1: Evaluation of Instance-Based clustered Comptien

Comp. # No. of €ic €ic Comp. # No. of €tc €ic
Segs Broadcast Clustered Segs Broadcast Clustered
1 9 0.97 0.93 39 4 1.00 1.00
2 9 0.91 0.46 40 6 1.00 1.00
3 8 0.97 0.94 41 10 1.00 0.98
4 7 1.00 0.94 42 7 1.00 1.00
5 8 0.89 0.90 43 5 1.00 1.00
6 7 0.89 0.75 44 5 0.98 0.98
7 10 0.93 0.70 45 7 1.00 1.00
8 6 0.94 0.98 46 4 1.00 1.00
9 10 0.98 0.92 47 5 0.97 0.97
10 6 0.99 0.97 48 5 1.00 1.00
11 7 1.00 1.00 49 10 0.99 0.98
12 5 1.00 0.98 50 8 0.98 0.98
13 6 0.95 0.89 51 5 0.94 0.90
14 8 0.97 1.00 52 5 0.89 0.87
15 9 0.99 0.99 53 4 1.00 1.00
16 7 0.97 1.00 54 6 1.00 1.00
17 4 1.00 1.00 55 7 1.00 0.99
18 7 0.98 0.99 56 5 0.98 0.98
19 14 1.00 1.00 57 11 1.00 1.00
20 12 0.99 1.00 58 6 0.98 0.96
21 4 0.94 1.00 59 4 1.00 0.99
22 12 1.00 1.00 60 4 1.00 0.99
23 11 0.98 0.93 61 7 0.98 0.90
24 8 1.00 1.00 62 7 1.00 0.99
25 11 1.00 1.00 63 5 1.00 1.00
26 4 1.00 1.00 64 4 1.00 1.00
27 9 1.00 1.00 65 9 1.00 0.94
28 7 0.97 0.99 66 15 1.00 0.97
29 8 1.00 0.97 67 8 0.91 0.90
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Table 5.2: Evaluation of Instance-Based clustered Comptisn Contd.

Comp. # No. of €ic €ic Comp. # No. of €tc €ic
Segs Broadcast Clustered Segs Broadcast Clustered
30 9 0.80 0.68 68 11 1.00 1.00
31 12 0.93 0.76 69 8 1.00 0.96
32 5 0.96 0.97 70 7 1.00 0.94
33 4 1.00 1.00 71 5 0.96 0.97
34 9 0.99 1.00 72 5 0.99 0.96
35 7 0.98 0.99 73 6 1.00 1.00
36 6 1.00 0.91 74 8 1.00 1.00
37 7 0.86 0.93 75 6 1.00 1.00
38 6 0.96 0.87 76 7 1.00 1.00

5.4 Thematic Composition

By using the data from the rst two compositions in Table 5.4 ve composed
two news items with a constant similarity threshold value =1 and di erent
values of dissimilarity threshold to study the thematic composition tech-
nique. The results for these two news items are shown in Tabl&.5 and 5.6.
Note that identical results were obtained within the valuesanges speci ed
in the table for

The results show that as the value of increases the thematic continuity
increases and the informationlf ) value decreases. The number of segments
in a composition, temporal continuity, and period span coved, do not show
distinct patterns. This is because di erent values of lead to compositions

following di erent threads in the storyline. For lower values of , all threads
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Table 5.3: Evaluation of Instance-Based Thematic Composgiin

Comp. No. of Not-Clustered Clustered Comp. Actual Not-Clustered Clustered
# Segs €thc €thc # Segs €thc €thc

1 9 0.97 0.96 2 9 0.93 0.52

3 8 0.95 0.95 4 7 1.00 1.00

5 7 0.95 0.91 6 7 0.85 0.76

7 10 0.87 0.87 8 6 1.00 0.98

9 10 1.00 0.96 10 6 0.98 0.99
11 7 1.00 1.00 12 5 1.00 0.98
13 6 0.90 0.93 14 8 0.99 1.00
15 8 0.98 0.99 16 7 1.00 1.00
17 4 1.00 1.00 18 7 0.98 0.99
19 14 1.00 1.00 20 12 1.00 1.00
21 4 1.00 1.00 22 12 1.00 1.00
23 11 0.99 0.98 24 8 1.00 1.00
25 11 1.00 0.99 26 4 1.00 1.00
27 9 1.00 1.00 28 7 1.00 0.99
29 8 1.00 1.00 30 9 0.81 0.78
31 12 0.91 0.89 32 5 0.97 0.97
33 4 1.00 1.00 34 9 1.00 1.00
35 7 1.00 1.00 36 6 1.00 0.99
37 4 0.93 0.87 38 6 0.97 0.88
39 4 1.00 1.00 40 7 1.00 1.00
41 10 1.00 1.00 42 7 1.00 1.00
43 5 1.00 1.00 44 5 0.99 0.99
45 7 1.00 1.00 46 4 1.00 1.00
47 5 0.97 0.97 48 5 1.00 1.00
49 10 0.99 0.99 50 8 0.99 1.00
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Table 5.4: Evaluation of Period-Based Temporal Ordering

Composition No. of Segs Span €the ecp
1 18 | 01/29/1998, 18:38:43 - 01/30/1998, 09:09:21 0.85 | 0.91
2 91 | 01/21/1998, 18:30:00 - 02/04/1998, 22:13:40 | 0.92 | 0.96
3 79 | 01/20/1998, 20:13:20 - 02/04/1998, 22:17:00 0.72 | 0.96
4 31 | 01/19/1998, 23:04:01 - 01/25/1998, 18:06:15 1.00 | 0.96
5 19 | 01/29/1998, 12:00:00 - 02/02/1998, 22:05:16 1.00 | 0.94
6 18 | 01/29/1998, 18:38:43 - 02/05/1998, 22:39:08 0.89 | 0.95
7 17 | 02/07/1998, 22:20:18 - 02/18/1998, 20:29:56 0.99 | 0.98
8 36 | 01/29/1998, 18:38:43 - 02/18/1998, 20:29:56 0.99 | 0.97
9 22 | 01/21/1998, 18:30:00 - 01/23/1998, 18:32:06 0.85 | 0.94

10 32 | 01/21/1998, 20:00:09 - 01/23/1998, 18:32:06 0.88 | 0.96
11 22 | 01/24/1998, 18:30:16 - 01/28/1998, 09:15:23 1.00 | 0.98
12 24 | 01/28/1998, 18:33:25 - 02/01/1998, 08:00:21 1.00 | 0.95
13 9 | 01/23/1998, 18:55:12 - 01/26/1998, 09:22:24 1.00 | 0.97
14 8 | 02/04/1998, 22:22:20 - 02/05/1998, 22:12:18 0.98 | 0.95
15 29 | 01/29/1998, 18:49:22 - 02/03/1998, 22:03:51 1.00 | 0.93
16 6 | 11/16/1997, 13:12:00 - 01/28/1998, 23:07:41 0.99 | 1.00
17 20 | 01/20/1998, 20:24:54 - 02/09/1998, 09:19:19 1.00 | 0.91
18 13 | 01/19/1998, 23:04:01 - 01/21/1998, 18:39:05 1.00 | 0.93
19 15 | 01/23/1998, 18:49:30 - 01/25/1998, 18:06:15 0.97 | 0.95
20 8 | 01/20/1998, 20:00:37 - 01/20/1998, 20:05:18 1.00 | 1.00
21 26 | 01/24/1998, 08:20:35 - 01/28/1998, 09:03:53 1.00 | 0.97
22 24 | 01/26/1998, 18:48:09 - 01/28/1998, 09:03:53 1.00 | 0.97
23 15 | 01/20/1998, 20:13:20 - 01/21/1998, 20:24:52 0.99 | 0.92
24 37 | 01/24/1998, 18:32:03 - 01/30/1998, 18:34:43 0.97 | 0.97
25 35 | 01/27/1998, 18:39:50 - 02/02/1998, 09:01:18 0.99 | 0.96
26 30 | 02/02/1998, 22:11:11 - 02/07/1998, 22:07:07 1.00 | 0.99
27 31 | 01/30/1998, 22:10:12 - 02/07/1998, 22:07:07 0.99 | 0.97
28 27 | 02/07/1998, 22:05:03 - 02/13/1998, 20:01:20 1.00 | 1.00
29 26 | 02/09/1998, 09:01:47 - 02/15/1998, 21:05:40 1.00 | 1.00
30 151 | 01/20/1998, 20:13:20 - 02/15/1998, 21:05:40 | 0.79 | 0.98
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are included in a composition with low thematic continuity. The automatic
composition has relatively high thematic continuity as cormpared to the ref-

erence broadcast news.

Table 5.5: Evaluation of Thematic Continuity: Composition1

Comp. # No. of Segs In €the €cp €tc €ps
1 18 0.1-0.42 1.0 | 0.86 | 0.91 | 1.00 1.00
2 15 043 | 0.82 | 0.93 | 0.94 | 1.00 1.00
3 14 | 0.44-0.46 | 0.77 | 0.89 | 0.93 | 1.00 1.00
4 4 0.47-05| 0.19 | 0.90 | 0.96 | 1.00 | 0.0008
5 31051-052]| 0.14 | 0.93 | 0.95 | 1.00 | 0.0007
6 2] 053-056 | 0.10 | 0.99 | 0.93 | 1.00 | 0.0007
7 2| 057-058| 0.09 | 1.00 | 1.00 | 1.00 | 0.0008
8 8 0.59 | 0.42 | 1.00 | 0.96 | 1.00 0.99
9 5 0.6 | 0.25 | 1.00 | 0.95 | 1.00 0.99

10 4 061 | 0.19 | 1.00 | 0.96 | 1.00 0.99
11 3 0.62 | 0.14 | 1.00 | 0.95 | 1.00 0.99
12 1| 063-1.00| 005 | NA | 1.00 | NA 0.00

Observing the pattern of a number of segments selected in thatic com-
position of various storylines (Table 5.7) we see that therare the common
concepts among the threads. If the concepts are less commabern very few

segments are selected.

5.5 Thematic Nearness Composition

Thematic nearness composition is studied for the rst two aopositions of

Table 5.4. The results are tabulated in Tables 5.8 and 5.9. Bdata indicate
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Table 5.6: Evaluation of Thematic Continuity: Composition2

Comp. # No. of Segs In €the €cp et €ps
1 91 | 0.10 - 0.47 1.00 | 0.92 | 0.96 | 0.99 1.00
2 4 | 0.48-0.58 | 0.037 | 1.00 | 0.95 | 1.00 | 0.000056
3 6 | 0.59-0.61 0.06 | 1.00 | 1.00 | 1.00 | 0.004463
4 3 | 0.62-0.63 0.02 | 1.00 | 1.00 | 1.00 | 0.000047
5 2| 0.64-074| 0.018 | 1.00 | 1.00 | 1.00 | 0.000047
6 1| 0.75-1.00 | 0.008 | NA | 1.00 [ NA 0.00

that thematic continuity is usually not as high as compareda the thematic
composition technique, but higher than using temporal ordeng alone. It
remains within the range of the thematic continuity providel by the reference
broadcast news. The number of segments incorporated in a goosition is
most often higher than achieved with the thematic continuiy alone. That is,
more threads are covered in the composition, and thereforapre information
is covered as well. For these compositions the normalizati@constant, A, is
50.

For both the thematic and thematic nearness composition teaiques, if
the value of is very low during composition then the value of the thematic
continuity remains within the reference values (Table 3.8) However, with
increasing , thematic continuity increases but the value of informatia falls
due to the smaller number of segments incorporated in a cormgition. As

increases, the period span coverage lacks a pattern due te@lusion of
di erent topic threads. The performance of both thematic ad thematic

nearness composition techniques is highly dependent on tkanilarity of
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Table 5.7: Evaluation of Thematic Continuity

Comp. # Candidate Composed In €the €cp etc €ps
Segments Segments
1 18 4 0.20 | 0.88 | 0.97 | 1.00 .00086
2 91 4 | 0.037 | 1.00 | 0.95 | 1.00 | 0.000056
3 79 1 .01 NA | 0.75 NA NA
4 31 31 1.00 | 0.72 | 0.96 | 1.00 1.00
5 19 19 1.00 | 1.00 | 0.94 | 0.97 1.00
6 10 10 1.00 | 1.00 | 1.00 | 1.00 1.00
7 17 16 0.94 | 0.94 | 0.99 | 1.00 1.00
8 36 36 1.00 | 0.99 | 0.97 | 1.00 1.00
9 22 4 0.17 | 0.99 | 0.95 | 1.00 | 0.000393
10 32 30 0.94 | 0.93 | 0.97 | 0.99 1.00
11 22 21 0.95 | 0.99 | 0.99 | 0.99 1.00
12 24 24 1.00 | 1.00 | 0.95 | 1.00 1.00
13 9 9 1.00 | 1.00 | 0.97 | 1.00 1.00
14 8 8 1.00 | 0.98 | 0.85 | 1.00 1.00
15 29 29 1.00 | 1.00 | 0.93 | 1.00 1.00
16 6 5 0.83 | 1.00 | 1.00 | 1.00 1.00
17 20 20 1.00 | 1.00 | 0.91 | 1.00 1.00
18 13 13 1.00 | 1.00 | 0.89 | 1.00 1.00
19 15 15 1.00 | 0.97 | 0.96 | 1.00 1.00
20 8 8 1.00 | 1.00 | 1.00 | 1.00 1.00
21 26 26 1.00 | 1.00 | 0.97 | 1.00 1.00
22 24 24 1.00 | 1.00 | 1.00 | 0.97 1.00
23 15 1 .04 NA | 0.75 NA NA
24 37 37 1.00 | 0.97 | 0.97 | 1.00 1.00
25 35 35 1.00 | 0.99 | 0.92 | 1.00 1.00
26 30 30 1.00 | 1.00 | 0.99 | 1.00 1.00
27 31 31 1.00 | 0.99 | 0.97 | 1.00 1.00
28 27 26 0.96 | 0.99 | 1.00 | 1.00 1.00
29 26 25 0.96 | 1.00 | 1.00 | 1.00 1.00
30 151 1 0.00 NA | 0.75 NA NA
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Table 5.8: Evaluation of Thematic Nearness: Composition 1

Comp. # No. of Segs In €thc €cp €ic €ps
1 18 0.00043 1.0 | 0.85 | 0.91 1.0 1.0
2 8 | 0.00044-1.0| 0.42 | 0.80 | 0.90 | 1.0 0.0066
3 4 1.1-12 | 019 | 0.87 | 0.96 | 1.0 | 0.000861
4 2 1.3-18 | 0.09 | 0.88 1.0 1.0 | 0.000268
5 1 1.9 | 0.05 NA 1.0 | NA 0.0

Table 5.9: Evaluation of Thematic Nearness: Composition 2

Comp. # No. of Segs In €the €cp et €ps
1 91 0.0 - 0.00016 1.0 | 0.92 | 0.96 | 0.99 1.0
2 79 0.00017 - 0.0002 | 0.86 | 0.91 | 0.96 | 0.99 0.60
3 54 | 0.00021 - 0.00022 | 0.58 | 0.88 | 0.97 | 0.99 0.33
4 18 0.00023 - 0.0044 0.18 | 0.87 | 0.97 1.0 0.0047
5 7 0.0044 - 0.15 | 0.068 | 0.90 | 0.97 1.0 0.00023
6 4 0.16 - 0.76 | 0.037 | 0.99 | 0.95 1.0 | 0.000056
7 2 0.77 - 1.35 | 0.017 1.0 1.0 1.0 | 0.000019
8 1 1.35 | 0.008 NA 1.0 NA 0.0
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concepts among the candidate segments.

5.6 Time-Limited Composition

In this section we consider the quality of compositions seguaced under play-
out time constraints. The e ect on thematic continuity and content progres-
sion is shown in Table 4.7. The thematic continuity varies lereen 0.45 and
1.00 and the content progression varies between 0.5 and 1.00

Next, we evaluate the quality of period-based time-limitedcompositions.
We also compare the performance of the creation-period tirfienited algo-
rithm with the trivial scheme. Both the trivial and period-based breadth- rst
time-limited composition schemes are evaluated based onr@position 2 of

Table 5.9 and a = 0.00017.

5.6.1 Trivial Scheme

For this adjustment technique we include all sequential sagents that ts into
the time constraint. Table 5.10 shows the character of thessompositions

for a range of composition durations applied to the technicu

5.6.2 Creation-Period Time Limited Algorithm

Again using Composition 2 from Table 5.10, results are gerded based on
the technique and are shown in Table 5.11. Here the values©P; are con-

stant at 24 hours. The data indicate that span coverage is ually greater as
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Table 5.10: Evaluation of Trivial Temporal Adjustment: Conposition 2

Comp. # Duration No. of Segs In e €cp e €ps
1 3,000 79| 0.86 | 091 | 0.96 | 0.99 0.60
2 2,000 76 | 0.83 | 091 | 0.96 | 0.99 0.60
3 1,000 33 0.35 | 0.86 | 0.96 | 0.98 0.84
4 500 13 0.13 | 0.88 | 0.98 1.0 0.0045
5 250 7 | 0.068 | 090 | 0.97 | 1.0 | 0.00023

compared to the trivial approach. The approach also yieldes$s information,
temporal continuity, and thematic continuity, but within t he references val-
ues. As compared to the trivial technique, the creation-pé&rd time limited

technique provides information over a greater span.

Table 5.11: Evaluation of Creation-Period Time Limited Algrithm: Com-

position 2
Comp. # Duration (Seconds) No. of Segs In €ic ecp €ic €ps
1 3,000 79 | 0.86 | 0.91 | 0.96 | 0.99 1.0
2 2,000 64 | 0.70 | 0.91 | 0.97 | 0.99 | 0.99
3 1,000 40 | 0.44 | 0.90 | 0.96 | 0.98 | 0.89
4 500 19 | 0.19 | 093 | 0.94 | 096 | 0.81
5 250 10 | 0.13 | 0.95 | 0.95 | 0.93 | 0.81

5.7 Observations and Analysis

In the evaluation of video pieces produced by the proposedcteiques, we

compare the values obtained as the result of the use of the megs with
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that of the reference values established from the broadcastws. We assume
that the broadcast news is of the quality that is tolerated bythe viewers;
therefore, the quality of automatic news production, if wihin the reference
values, should be tolerable by the viewers. We have not corddad any user
study to evaluate the quality of the automatic news video. Th quality
of the automatically produced video can be adjusted. For erale, the
thematic continuity of the composed news can be varied by adjting the
dissimilarity and similarity thresholds. The values for these thresholds used
in the composition and evaluations are not absolute. Depeimgd) on the
requirements of the viewer the thresholds can be altered ageded. For
example, if viewers can tolerate rough thematic transitiofin a composition
then the dissimilarity threshold can be lowered, or only théemporal ordering
can be used.

Similarly, the thresholds used with the metrics for qualityevaluation and
during compositions can be adjusted to suit the viewer's reqements.

System sensitivity for various features (e.g., informatim span covered,
theme, and content progression) was evaluated as a seriesegperiments.
In Figures 5.2{5.8 we changed the dissimilarity threshold (Eqg. 4.1) using
thematic composition and observed the change in the overajuality of a
composition. We varied between 0.0 and 1.0 and observed the change in
guality of composition of composition numbers 1{25 shown ifable 5.7. On
average there are 27 segments in each composition and theckhline in each
gure depicts the average value for the metrics involved.

As seen from Fig. 5.2 the information contained in a composgin changes
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and in most of the cases it decreases steadily asincreases. This is due
to fewer threads being incorporated in a composition. The ftarn of the
thematic continuity is similar to the behavior of the quality of information
as varies. In evaluating the thematic continuity (Fig. 5.3) weassumed that
the thematic continuity of a composition comprised of one genent is zero.

Content progression of a composition decreases as thancreases. If
a large number of segments are present in a composition themetcontent
progression averages to a reasonable value but as the numbérsegments
decrease the change in content progression is more promin@figs. 5.7 and
5.8).

In evaluating temporal continuity we assumed that a compogon com-
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prised of a single segment has a thematic continuity of one. sAobserved
from Figs. 5.2{5.8 the quality of a composition, on averagés better when
varies between 0.3 and 0.5. Below these values thematic daotty is lower
on average. Above these values, thematic continuity, tempal continuity,
and content progression show erratic behavior. In additigrthe number of
segments and information on average decrease apprecialplyaicomposition.
Therefore, a dissimilarity threshold between 0.3 and 0.5 & reasonable op-
erating point for our data set.

For all of the 25 compositions we maintained a similarity theshold () of
1.0. In later observations we found that the variation in thevalue of does
not e ect the quality of a composition appreciably; therefoe, the selection

of equal to 1.0 is not crucial to the quality of a composition.

5.8 Summary

The values of thematic continuity evaluated after shu ing ssgments in instance-
based composition is found to be within the range of referemwalues. The
thematic continuity fell below the reference value in one dwf 76 composi-
tions evaluated. This shows that in a instance-based compii@n, random
sequencing of segments in a body is possible without degrraglits quality.
The values for information and period span metrics for peribbased tem-
poral composition are equal to one due to all the segments aneorporated
in a composition. For the temporal composition technique weely on the

ordering of segments on the timeline to provide smooth inforation ow in
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a composition. By observing the values of thematic contintyi we show that
the assumption is correct. However, the values are alwaystn the range
of reference values, they are not always very high.

For the thematic composition technique, as the value of dissilarity
threshold increases there is a sudden drop in the number of segments in a
composition. This phenomenon is due to the tendency of thedenique to
follow a smaller number of threads or include segments witimsilar concepts
(i.e., segments that do not have large thematic jumps betwedhem). How-
ever, as expected the thematic continuity is higher overathan the output
of the temporal composition technique. The results do not siv degradation
in the temporal continuity as expected, due to the inclusiorof only a few
segments. The segments do not belong to the threads with lartime spans.
Also, as individual threads cover small period spans, the aps of the pe-
riod covered in a composition are small. Consequently, as @sult of smaller
threads in a composition, information in the composition isow.

For the thematic nearness composition technique, as expedi the val-
ues of period span covered and information are higher thanedhthematic
composition technique but not as high as temporal compo®th technique.
On average, the thematic continuity is lower than the themat continuity of
thematic composition but much higher than the temporal comgsition. The
temporal continuity decreases slightly as the period sparoweered is larger
than thematic composition.

The results obtained by analyzing the period-based timenfiited tech-

nique show that the resulting compositions do not degrade siderably as
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compared to the original compositions. Furthermore, thisdchnique covers a
larger period span as compared with the trivial scheme.

In each of the above evaluations, the automatically compad@ideo pieces
where found to be comparable to, or exceed the quality of, theference
broadcast video. This result, based on the de ned metrics,dth validates
our initial assumptions used for creating the compositionechniques and

demonstrates the viability of automatically composing new video.
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Chapter 6

Concepts Used in the Design of
a News Digital Video

Production System

Synopsis

In this chapter, we present concepts used in design and impientation of
various components of a news digital video production syste An ontol-
ogy is used to establish information and relationships amgnthe informa-
tion/concepts in a DVPS. A news video data model is used to regsent
extracted information, and the relationships and the extrated information
are stored as metadata. We present observations about serties in video
data, and based on these observations we propose a novel ybetrieval

technique.
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6.1 Introduction

A challenging problem in a DVPS is achieving rapid search anétrieval of
content from a large video corpus. Because of the computatia cost of
real-time image-based analysis for searching such largetalaets, we pur-
sue techniques based on o -line or semi-automated classtion, indexing,
and cataloging. We investigate techniques for video condepresentation,
retrieval, and concept manipulation. In particular, we foas on automatic
composition of news stories.

To select and compose video clips in a DVPS, we need to proce&ieo
data so that they are in clip-queryable form. This is achiewk by creat-
ing an ontology and a data model An ontology consists of a vocabulary
(concepts utilized for communicating information to a viewr) needed to
extract/annotate information from video clips and establsh relationships
among the information. A data model is used to represent thexgacted
information and relationship among the information in a maner that can
be used to process user queries and compose video. The cdsfEpects
that characterize the information contained in video data ee calledmetadata
[17, 25, 36, 46].

Besides visual, audio transcripts can also be used as a seunt metadata
because considerable information exists in the audio strea Based on visual
and audio transcript metadata, we propose a novel four-stdgybrid approach
for retrieval and composition of video newscasts. In the tsstep, we use

conventional techniques to retrieve information from unstictured metadata.
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In the second step, unstructured metadata is used to clusteetrieved infor-
mation into individual news items using a dynamic techniquéo establish an
information cut-o threshold for clustering news items. Inthe third step, we
propose a transitive search technique to increase the rdcaf the retrieval
system. In the nal step, we use the union of the di erent metdata sets to
further increase recall performance.

In addition to the composition and customization techniquse presented
in Chapter 4, we present a grammar and associated producti@onstraints
necessary to facilitate automatic video composition in theews domain. The
grammar encompasses composition based on content as wellhasstructure
of a newscast. In addition to providing a framework for logel composi-
tion of information, the grammar provides constraints for astomization of
information under bounds on playout duration or content selcted by a user.

Next, we discuss the concepts behind the proposed video datadel, on-
tology, annotation techniques, data representation, dataelection techniques,
and data composition techniques for implementation of a nesAnDVPS.

The symbols used in this chapter are summarized in Table 6.1.

6.2 Video Data Ontology and Modeling

For automatic customization of news it is imperative that weunderstand
how a newscast is composed and what elements convey inforioat The
presentation depends greatly on a user's preference of mediand content.

For example, a user can seek a topic that comprises text and ages; only
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Table 6.1: Symbols Used to de ne Relationships

Symbols Descriptions

R¢ A binary relationship on S for transitive search

Ry A binary relationship on S for related segment search
d(a; b The similarity distance between two sets of keywords
p Production grammar

sa Synthesized attribute of p

NC Total number of news item in the universe

NI A news item consisting of sequenced segments from s8t.
U A set of users

E Edge of a directed graph whose vertices ar8l|

I(E) Function that maps a user to an edgeE

associated audio in a speci ed duration; news about a partitar person; or
news items from a particular category. The system needs todw what infor-
mation should be presented, and how. Hence, we create an ajentology
to support searching and compose, as shown in Table 6.2.

Objects associated with the ontology fall within the categies de ned
by Rowe et al. [77] (i.e., bibliographical, structural and entent based).
However, we divide information conveyed by the concept orty into two

categoriesstructural metadataand content metadataand we de ne them as:

Structural Metadata: Video structure includes media-speci ¢ attributes
such as recording rate, compression format, and resolutioand cinemato-

graphic structure such as frames, shots, sequences, and spatio-temporal
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Table 6.2: News Data Object Ontology

Entity Tangible object part of a video stream.

Location Place shown in video.

Origin Source where video data are acquired.

Text Text can be of the following types:
Transcript Transcript associated with a particular segment of a AV stre  am.
Reference Any additional information (e.g., remarks, critiques, and links).

Graphics Stills or graphics presented in a newscast.

Concept Represent the inferences derived from the presented materi al. Concepts can be:

Entity

Anything that is mentioned in the commentary (e.g., person,  thing).

Location

Associations with certain places and countries that are dis cussed but

not part of the visuals.

Event & Action

A happenings in a newscast item.

Cinematography

Describe creation-speci ¢ information (e.g., video forma

t, title, medium, and playout rate).

Audio Audio can be of the following types:

Lip Sync When the audio requires tight synchronization with the vide o.

Wild Dialogue Dialogue that does not sync with a visible speaker [19].

Voice Over (VO) When a story uses continuous visuals without showing the spe aker.
Segment We divide a newscast item into conceptual segments:

Headline Synopsis of the news event.

Introduction Anchor introduces the story.

Current Describes the existing situation.

Action footage Current or wild scenes from the location.

Enclose Contains the current closing lines.

Reenactment Accurate scenes of situations that are already past or canno t be

Imed [19].

Complete A news item which cannot be broken down into previous segment s.
Category Classi cation of news items.
Reaction Represents the response of a person or persons to a situation. The response can be

acquired by:

Interview One or more people answering formal, structured questions [ 19].

Speech Formal presentation of views without any interaction from a reporter

or anchor.
Comments Informal interview of people at the scene in the presence of w ild sound.
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characterization of represented objects. These are furthdecomposed as:

Media-speci c metadata: = Describing implementation-speci c infor-

mation (e.g., video compression format, playout rate, rekdion).

Cinematographic structure metadata: Describing creation-speci ¢
information (e.g., title, date recorded, video format, carmara motion,
lighting conditions, weather; shots, scenes, sequencegjeat spatio-

temporal information).

Structural annotations organize linear video sequences ashierarchy of

frames, shots, and scenes [30].

Content Metadata: Video content metadata are concerned with objects
and meaning in the video stream that appear within or acrosstraictural

elements. Content metadata are further decomposed as:

Tangible objects: Describing objects that appear as physical entities

in the media stream (e.g., a dog, a disc).

Conceptual entities:  Describing events, actions, abstract objects,
context, and concepts appearing in or resulting from the mea stream

(e.g., running, catching, tired, master).

A suitable video data model is required to represent objecind relation-
ships among them. Two types of techniques are used to modetie® and

associated metadatasegmentation[51, 65, 77, 94] andstrati cation [88]. In
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segmentation, video is divided in groups of contiguous fraea or segments
that have a start and a end point and metadata are assigned tadividual
segments. In this process no contextual (concepts) infort@n among the
segments is maintained. However this limitation is overcomby strati ca-
tion; contextual information is segmented into chunks witha begin and end

frame (Fig. 6.1).

news04/15/98 | 14321 | President visits South America m Al A2 Logo
news04/15/98 | 14445 | Possible cure for Cancer 1 = A2 Logo
news04/15/98 | 14561 | Computer on Mir breaks down 1 Logo
news04/15/98 | 14700 | Pager with voice mail 1 Logo
news04/15/98 | 14833 | Septuplets born in Saudi Arabia 1
news04/15/98 | 14941 | Chaos in Kosovo = ALl
news04/15/98 | 15156 | Proof discovered for four color theorem D Scientist g‘ ward
news04/15/98 | 15421 | Telephone translator succeeds " Scientist Award
news04/15/98 | 15687 | Taj Mahal to get a face lift i
news04/15/98 | 15789 | Princess Diana remembered BDiana
news04/15/98 | 16094 | BU campus in chaos after coup BU EStudents
news04/15/98 | 16211 | Nobel prizes announced BU Blab Eaward
news04/15/98 | 16420 | Woodward goes home A2 Logo
news04/15/98 | 16600 | Motaba the new terror [a|A2 Logo
news04/15/98 | 17100 | GM workers on strike ? i=A2 |I| Logo
Al -- First Anchor
\_ A2 -- Second Anchor Y,

Figure 6.1: Newscast Video Data Model

In the news video data model we utilize both the existing mode (i.e.,
segmentation and strati cation). For maintaining structural continuity (i.e.,
provide complete information) in a composition and to be ablto drop seg-
ments in playout constrained time composition we manuallyegment video
data. However, to aid in a search, we maintain contextual infmation across
video data. The newscast information model shown in Fig. 6.8epicts

the conceptual and structural relationships within newsca video data. For
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better representation we use object-oriented modeling coepts by treating
newscasts as a set of classesA newscast document class consists of in-
stances of broadcast sessions or a re-composed news docuwgich in turn
consists of a number of segmented structural units or newsms. The in-
formation contained in each news item is stored as object naglata. Each
news item can consist ol to n objects (e.g., anchor, Clinton, eld footage).
An object can be composed of other objects that form a hierdmg of objects
or concepts. An object can belong to more than one news itemdasimilarly

a news item can belong to more than one document. For exampke train
accident can be broadcasted on di erent sources, or a singletance (one

channel) of a news item can belong to di erent virtual (queed) documents.

6.3 Information Extraction and Representa-
tion

The operation of a video database implies the management dbage quantity
of raw video data. The presence of this raw data does not sigrantly assist
in indexing and searching. In contrast, video information ssists this process.
Although any suitable representation can be used to repregemetadata,
text is commonly used. The concepts in the ontology are captd as tokens

(text) and are both domain-dependent and domain-independeand stored

1A rectangle in the gure denotes a class, a diamond is a sign aiiggregation, a \1+"
denotes that there can be one or more objects in an item, an enty circle at the end of a

line denotes a single object, and a lled circle denotes mulple objects.
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Figure 6.2: Newscast Video Data Model

as metadata (Fig. 6.3).
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Figure 6.3: Schematic Representation of the Video Informiain Extraction

Process

In addition to extracting concept-based information from he visuals as-
sociated with news video data, information from closed caiph data can be
extracted. Next, we discuss how information can be extraaefrom various

data sets.
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Annotated Metadata

The problem of extracting information becomes one of ideffying informa-
tion contained in the video data and associating it with tokas (metadata).
Not surprisingly, humans are quite good at extracting infanation from video
data, whereas it is di cult to get the same performance from a automaton.
In the annotation process, a viewer takes notes, albeit bied, of the content
of the video stream. During this process, the annotator canebassisted by a
computer to provide a more regular representation to capterdomain-speci ¢
information. For example, a football announcer might use abtball-speci ¢
metadata schema to capture information about goals scoreth this role, the
computer, and the annotation process, provides a consisteand repeatable
process for collecting metadata for the application domain

In Fig. 6.4 we represent the structural objects and the relanship be-
tween these objects as a hierarchy and use this represerpatito store the
information in a database. This format is similar to treatig a movie as
composed of scenes and the scenes composed of shots [7]. fider of the
scenes in a movie is identi ed by the events in the scenes. Hower, for a
newscast the segments are ordered according to their typedacreation time
under the assumption that all the segments belong to the sanawent.

The content items within the segments (e.g.Wild Scengare also treated
as objects (e.g., \entity," \location," \category," and \g raphics"). An object
can be composed of other objects, thus forming a hierarchy abject types.

An event which we treat as synonymous to a news item, forms the root of
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Newscast

( News Item 1) ( News Item 2)

( Headline ) (Introduction) ( Body ) ( Enclose )

A4
( Speech ) (Wild Scene ) < Comment ) ( Interview ) ( Enactment )
@uestion/AnsweD @uestion/AnsweD

Figure 6.4: Structural Representation for Newscast Compitisn

an object hierarchy for the news item. Thus, Figs. 6.4 and 6rgpresent the
hierarchy of information stored in the metadatabase.

In this hierarchy, Headline, Introduction, Enclose, Speech, Wild Scene, QA,
Comment,and Enactmentare the leavesof the object type tree. Each ob-
ject is represented by a set of attributes:<object-id, type, hame, metatype,
medium, popularity, date of creation, time of creationgirj video- lename,
start-frame, end-frame, compression format, playout >ateThe cinemato-
graphic attributes \compression format" and \playout rate" are maintained
for playout as are the attributes of \video- lename," \start-frame," and \end-
frame." Metatype quali es the type (e.g., an entity-type can be a \person"
and its metatype can be \president"). Metatypes are storedcsthat queries

like \give me the reaction of the President” can be satis ed.Headline In-
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Segment (Headline, Introduction, Enclose, Speech,

QA, Comment, Wild Scene, or enactment)

Action )( Graphics )
A
(Audio-Type ) (Video-Type ) ( Category )

Figure 6.5: Representation of Concepts in a News item

( Entity )( Location

troduction Wild Scene, Enactmenand Enclose are the metatypes for \seg-
ment." Speech Interview and Commentare the metatypes for \reaction.”
\Country," \city," and \place" are the metatypes for \locat ion." The in-
formation whether an object is associated with audio, videmr both audio
and video is maintained in the \medium" attribute. The creation time and
date represent when an event was recorded. The objects ancetimforma-
tion about their attributes are stored as metadata in the fom of a regular
expression to support automatic compaosition.

A query can retrieve a set of new items directly by accessinge con-
tent metadata. However, for the process of composition, theroader set of

metadata need to be used (Section 7.3).

Unstructured Metadata

In addition to the annotated metadata, transcripts originding from closed-
caption data (audio transcripts), when available, are asstated with video

segments when the segments enter the content univerSe These tran-
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scripts comprise the unstructured metadata for each segntetnstructured
metadata are used for indexing and forming keyword vectorsifeach semi-
structured metadata segment. Indexing is the process of &gsng appropri-

ate terms to a component (document) for its representation.

6.4 News Video Data Retrieval

The news video data retrieval techniques presented in thigaion are an
outcome of our observations of generative semantics in theedtent forms of
information associated with news video data. We also stuadlehe common
bond among the segments belonging to a single news item.

We observed that synchronized audio and visual data or reked video
data do not necessarily possess correlated concepts (Fig)6 For example,
it is common in broadcast news items that once an event is imtduced, in
subsequent scenes the critical keywords are alluded to andtrspeci cally
mentioned (e.g., Table 6.3, the name Eddie Price is mentiothenly in the
third scene). However, scenes can share some other keywpmatsd hence,
related by transitivity . That is, if scenea is similar to a sceneéb and the scene
b is similar to a scenec, then the scenesa and b can be considered similar
by transitivity. If a search is made on a person's name, thenot all directly
related segments are necessarily retrieved. Similarlylated video segments
can have dierent visuals. To rely solely on information corained within
transcripts and video data for composition is not prudent. Tie information

tends to vary among the segments related to a news item. Thévee, we
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Introduction

Field Scene

Interview

Figure 6.6: Scenes from an Example News Item
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Table 6.3: Example Transcripts of Several Scenes

Introduction Field Scene Interview

A ONE-YEAR-OLD BABY BOY | A MAN EMERGED FROM HIS | DARYN: JUST IN THE RIGHT
IS SAFE WITH HIS MOTHER CAR AT THE U.S. MEXICAN PLACE AT RIGHT TIME

THIS MORNING, THE DAY AFTERORDER, CARRYING HIS LITTLEESPECIALLY FOR THIS LITTLE
HIS OWN FATHER USED HIM |[ASSON, AND A KNIFE. BABY.

A HOSTAGE. WITNESSES SAY HE HELD THE CAN YOU TELL US WHAT YOU
POLICE SAY IT WAS A KNIFE TO HIS SON, LATER, TD WERE SAYING TO THE MAN
DESPERATE ATTEMPT TO MAKEHIMSELF. POLICE IDENTIFIED AS EDDIE
IT ACROSS THE MEXICAN AND IT ALL PLAYED OUT ON| PRICE AND WHAT HE WAS SAYING
BORDER TO AVOID ARREST. | LIVE TV. BACK TO YOU?

CNN'S ANNE MCDERMOTT HAS OFFICIALS AND POLICE FROM | JUST ASSURED HIM THAT
THE DRAMATIC STORY. BOTH SIDES OF THE BORDER..THE BABY WOULD BE OKAY...

require new techniques to retrieve all the related segments to improve the
recall of the video composition system.

We summarize our observations of video data semantics adduls:

By utilizing both annotated metadata and closed-caption ntadata,
precision of the composition system increases. For exampkeywords
of \Reno, Clinton, fund, raising," if matched against closd-caption
metadata, can retrieve information about a place called \R&" (Nevada).
Therefore, annotated metadata can be used to specify that lyra per-
son called \Reno" (Janet Reno) should be matched. The ressltfrom
annotated and closed-captioned searching can be interstifor better

precision.

Recall of a keyword-based search improves if more keywordsaciated
with an event are used. Transcripts provide enriched but utisictured

metadata, and can also be used to improve recall. Utilizingdnscripts
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increase the number of keywords in a query; therefore, in sencases
precision of the results will be compromised (irrelevant da are re-
trieved). The transitive search technique is based on thisrinciple

(Section 7.3).

If the relationships among segments of a news event are stbreecall
of a system can be increased. For example, if news about \Gbn" is
retrieved, then related segment types can be retrieved evédrthe word

\Clinton" is not in them.

As a result of the above observations, we propose a hybrid appch that
is based on the union of metadata sets and keyword vector-ledsclustering as
illustrated in Fig. 6.7. We rst match a query with unstructu red metadata in
the universeS. The results retrieved (unstructured metadata) are clusted
into individual news items.

Next, transitive search is used to augment the clusters. Traitivity on
the unstructured data is de ned below.

Let R; de ne a binary relationship f on the universal set of video seg-
ments S (i.e., (Sa;Sp) 2 Rt () S, IS similar to sp). If similarity distance,
de ned as d(s,; sp) for segmentss, and s, is greater than an established
value then the two segments are considered to be similar. Thensitive

search satis es the following property (for alls, 2 S; 52 S;s 2 S):

(Sa;sb)ZRf A (Sb;sc) 2Rf ) (Sa;sc) 2Rf

Therefore, in a transitive search, the results in each clust are applied
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Universe of segments (S)

Results from the initial search

One of the formed clusters

Figure 6.7: Similarity Measure based on the Transitive Seelr
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as a query to retrieve additional unstructured metadata (tanscripts) and
associated segments, increasing the the recall of the prese

A shortcoming of the aforementioned transitive search is #t it may not
retrieve all segments related via siblings (related segmeh This can be
achieved by the following.

Let R, de ne a binary relationship u on the universal setS (i.e., (Sa; Sp) 2
Ru () s, ands,are part of the same news event). As mentioned before, the
hierarchical structure of related segments is stored as sttural metadata.

The nal step expands the set of segments as a union operatias follows:

S, Salf Sbj9Sa2 Sa:(SarsSh) 2 Ry0;

where, S; is the candidate set of segments used as a pool to generate the
nal video piece.

The query precision can also be increased by forming the irgection of
the keywords from the content and unstructured metadata set For example,
consider the scenario for composing a news item about Clint@peaking in
the White House about the stalemate in the Middle East. Fromtie content
metadata, we might be able to retrieve segments of typggpeecHor this pur-
pose. However, many of the returned segments will not be assded with the
topic. In this case an intersection of the query results of thsalient keywords

applied to the unstructured metadata will give us the desim re nement.
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6.5 Video Data Composition

Once segments are clustered into respective news items, gegments in the
clusters are ordered to form cohesive news items. We use suspeci ed in
grammar of a proposed language to Iter and order the segmentn a clus-
ter. An EBNF-representation of the language is shown in Tabl 6.4. The
language is de ned as a production grammarp( ! ) [9], each symbolp
(e.g., <newsiter®) in a production can be interpreted as a node for hold-
ing information. The types of information associated with hese nodes are
de ned by the semantic rules of a production.

Production (1) speci es that a newscast is composed of onempretours.
For example, a newscast requested by two users can contaie tame content
but in a di erent order. Production (2) is a recursively de ned rule. The
syntactic category or a nonterminal<tour> is de ned in terms of itself by
right-recursion. A tour is a production of a syntactic categry < newsiter»
or its recursions.

A tour can be represented as a path in a directed graph. Assunteat
NC is a set of unique news items that can be formed from the availa
data and NC = (NI;E;!l) is represented as a directed graph. Whernsd |
(news items) are the verticesE edges that connects vertices, antl is a
function from E to a setU of users. The functionl(E) assigns the users for
whom the edgeE can be traversed to compose a news item. In Fig. 6.8,
I(e;) = (2;3) means that to compose a newscast for users 2 and 3, the edge

& is traversed in the direction shown. For clarity,|(E) can be written as
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1
2
3
4
S.
6
7
8
9

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24,
25.
26.
27.
28.

29.< introduction >

Table 6.4: The Proposed Language in EBNF

N

newscast>

. < tour >
. < newsitem>

. < newsitem>

< tmp >

. < b-list >
. < b-list, >
. < interview >

. < headline>

< headline>

I'f < tour>gf

< newsitem> j < newsitem>< tour >

<

headline>

[< headline>]f < introduction > g'[< tmp >]

<

<

<

b-list >< enclose> j< b-list >

b-list >< Db-list, >j< b-list, >

speech> j < wild scene> j

< interview > j < comment> j < enac

guestion & answer (ga)> j < ga>< interview >

shot >

headline> .entity-list
headline> .location-list
headline> .category-list
headline> .event-list
headline> .time-list
headline> .action-list
headline> .graphics-list
headline> .audio-type-list
headline> .video-type-list
shot >< headline>
headline> .entity-list
headline> .location-list
headline> .category-list
headline> .event-list
headli%gi time-list
headline> .action-list
headline> .graphics-list
headline> .audio-type-list

headline> .video-type-list

shot> j < shot>< introduction >

:= < shot > .entity-list;

:= < shot > .location-list;

:= < shot > .category-list;

:= < shot > .event-list;

= < shot > .time-list;

:= < shot > .action-list;

:= < shot > .graphics-list;

:= < shot>.audio-type-list;

:= < shot > .video-type-list;

= [ (< shot>.entity-list, < headline>
= [ (< shot>.location-list, < headline
= [ (< shot>.category-list, < headline
= [ (< shot>.event-list, < headline>.
= [ (< shot>.time-list, < headline> .¢
= [ (< shot>.action-list, < headline>
= [ (< shot>.graphics-list, < headling
:= [ (< shot>.audio-type-list, < headl
= [ (< shot>.video-type-list, < headl



I(NTi;NI;), whereNI;;NI; is an ordered set of vertices which are included
in a newscast. The path used to compose a newscast for a usethia graph
is simple and elementary (i.e., no news item is visited twite A news item
is presented only once in a newscast for a single user. In Fi§.8, path
(eq; €7; &) Is traversed to compose a newscast for user 1.

Productions (4) and (5) specify the syntactic category newsiter» as
comprised ok headline, <introductiorr, <b-list>, and<enclose . A <newsiten»
can be composed of only a single headline (see production Bgcording to
productions (4) and (5) a news item can be produced with a sileggheadline
segment, a single introduction segment, a single b-list, dra single enclose
segment. An enclose is only present €b-list> is present. Productions (5),
(6), and (7) convey that the syntactic category<b-list> or a body can be
composed of any combination of multiple segments belongit@gSpeech, Wild
Scene, Interview, Commerdand Enactment As mentioned before this kind
of composition is valid only if it is based on chronologicalime. For exam-

ple, consider a list of segments of typ8peech, Interview, Commemtnd Wild

Figure 6.8: Tour Formation from Retrieved News Items
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Scenebelonging to a body. We show that it is reduced to production) as

follows:

speech, interview, comment, comment, wild scene

b-list,, interview, comment, comment, wild scene pfoduction 7)
b-list, interview, comment, comment, wild scene [roduction 6)
b-list, b-list,, comment, comment, wild scene pfoduction 7)
b-list, comment, comment, wild scene froduction 6)
b-list, b-list,, comment, wild scene roduction 7)
b-list, comment, wild scene roduction 6)
b-list, b-list,, wild scene production 7)
b-list, wild scene (production 6)
b-list, b-list, (production 7)
b-list (production 6)

Production (8) species that a syntactic category<interview is com-
posed of a \question & answer" or its recursions. The syntaict categories
<headline, <introductior», <enclose, <ga>, <speech, <wild scene,
<comment, and<enactment are composed of terminal symbot shot> or
its recursion.

The symbols<headline, <introductiorr, <enclose, <ga>, <speech,
<wild scene, <comment, <enactment have synthesized attributeg9] as-
sociated with them. In Table 6.4, entity-list, location-list, category-list,

event-list, action-list, graphics-list, audio-type-lis, and video-type-list are
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synthesized attributes ok headline . Not shown are that these attributes are
also associated with other symbols like introductiorr, <enclose, <qa>,
<speech, <wild-scene, <comment, and < enactment .

An entity-list represents all conceptual (any object part 6the commen-
tary, e.g., people) and tangible objects (objects part of aideo stream). A
location-list consists of all locations shown in the videoraconceptual loca-
tions, i.e., associations with certain places and countsethat are discussed
but not part of the visuals (e.g., a news item with discussioon Iraq or shots
taken in Baghdad). A category-list consists of the classiation of the video
data (e.g., accidents, political, sports). An event/actio-list represents any
happening in a news item (e.g., Clinton's controversy, stalo in Iragq, games
at Nagano). A time-list contains the historical time or dateof an event or
when the event actually took place (e.g., 19 February 1878hpnograph in-
vented by Thomas Edison). A graphics-list represents stilor graphics shown
in video (e.g., photographs, maps). An audio-type-list rapsents the type
of audio (i.e., lip-sync, when audio requires tight synchrozation with the
video), wild-dialogue (dialogue that does not sync with a gible speaker),
and voice over (when a story uses continuous visuals withoshowing the
speaker). A video-type-list represents the type of video ets (e.g., close-up
shot and wild scene).

Each production grammarp ! A;A,::A, has an associated set of
semantic rules of the formp:sa = f (Ai:a; Ay:ay; Asiag; il Asian), Where
sa is a synthesized attribute ofp, f is a function, and a;; a,; :::; a, are the

attributes belonging to the symbols of the production grammar. Consider
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the nodes<headline ! <shot> and <headline ! <shot< headline in

the parse tree. The value of the attribute< headline .entity-list at this node

is de ned by:
Production Semantic Rule
< headline > ! < shot > < headline > : entity-list := < shot > : entity-list;
< headline > ! < shot >< headline > < headline > : entity-list := [ (< shot >: entity-list ;< headline > : entity-list);

Suppose that a headline segment is comprised of three shofthe rst
shot has three associated entitiesa( b, and ¢). The second shot has four
associated entities 4, d, e, and f). The last shot has two associated entities
(c and g). Function [ performs a union of the two argument lists passed to
it. Therefore, the <headline .entity-list will consist of entitiesa, b, c, d, e,
and f. Conceptually this semantic rule means that even if an entitis not
present in a complete segment it is still assumed to belong tbhe complete
segment. Next, we present some of the examples that depicetimechanism
of the proposed grammar.

In this section we demonstrate how the language can be usedctampose
and customize a newscast. We assume the acquisition of thédwing data
from two sources about \Clinton's visit to Venezuela" (abbeviated to VTV
to accommodate Table 6.5).

As previously explained, we store metadata describing theideo seg-
ments. In Table 6.5 only the structural metadata are shown. ¢t example,
Oo: is an ID of an object/segment that is of typelntroductionand is acquired

from the CNN. The creation time and date of the segment is \180:00" and
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Table 6.5: Sample Metadata

Object ID ‘ Type ‘ Metatype ‘ Name ‘ Source ‘ Creation Time Creation date
Oo1 Segment | Introduction CNN 13:00:00 06/26/1996
Qo2 Segment | Wild Scene CNN 13:00:00 06/26/1996
Oo3 Reaction | Speech CNN 13:00:00 06/26/1996
Oos Reaction | Comment CNN 13:00:00 06/26/1996
QOos Segment | Body CNN 13:00:00 06/26/1996
Oos Event VTV CNN 13:00:00 06/26/1996
Oo7 Segment | Wild Scene CBS 19:00:00 06/26/1996
Oos Segment | Wild Scene CBS 19:00:00 06/26/1996
Qo9 Segment | Enclose CBS 19:00:00 06/26/1996
O10 Reaction Interview CBS 19:00:00 06/26/1996
O11 Reaction | QA CBS 19:00:00 06/26/1996
O12 Reaction | QA CBS 19:00:00 06/26/1996
O13 Reaction | QA CBS 19:00:00 06/26/1996
O14 Segment | Body CBS 19:00:00 06/26/1996
O15 Segment | Introduction CBS 19:00:00 06/26/1996
O16 Event VTV CBS 19:00:00 06/26/1996
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(Wild Scene) |(Speech) (Comment) (Wild $cene) (Wild Scene) (Interview)
Op1 Oos O15 O14 Oog
(Intrpduction) (Body) (Introduction) (Body) (Enclose)
Oos O16
(Event 1) (Event 2)

Figure 6.9: Structural Hierarchy for the Content of the Exanple

\06/26/96" respectively. The hierarchy of the above objed is shown in Fig.
6.9. Object Oy is an event and is comprised of two segments/objec€oo;
and Ogs. Object Ogs is comprised of three object®g,, Ogz, and Ops. Object
O6 Is another event that is comprised of object®©;5, O14, and Oge. Ob-
ject Oy4 is comprised of objecty7, Ogg, and Oyp. Finally, object Oy is
comprised of object9;4, O1,, and Ogys.

With help of queries that are based on the above metadata, warcdemon-
strate how to form a coherent news item. We also demonstrat®Ww to merge
content from various sources, customize content based on seds temporal

constraints, and customize the selection based on contenteferences.

Coherency: A cohesive news item can be formed by using the language.

Query 1: \Compose the news from the most recent material in the systeth
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In the database the recent objects acquired are from IDg7 to O.6. After
nding the objects that are recent (e.g., news less than oneohr old), we try
to form a coherent composition of the objects for playout. Aseen from
the object hierarchy (Fig. 6.9), objectsOy7-O15 belong to the event Q)
\Clinton's visit to Venezuela." We can compose these objestto form a

single news item. This is achieved by constraints imposed Ibiye language

as follows:
Oi5! O14! Ogg production 4
Oi5! Ogz! Ogg! O1p! Ogg prOdUCtionS 5, 6, and 7

Owis5! Og7! Ogg! O11! Ol 013! Ogg production 8

The last row represents the nal composition of the news iterfor playout.
It conforms to production rule (4), i.e., there is no segmermf type Headline
in the news item; and it is composed of a single segment of typg#roduction
(O15), a b-list (Oy4), and a segment of typeEnclosg Oqg). The b-list consists
of segment0Dy7, Ogg, and O,. Object Oy is further decomposed according
to production rule (8). According to production rule (6), a blist can be
composed of segments belonging to the body in any combinatiol herefore,

segmentsOgy7, Ogg, and Oyp can be sequenced in any order.

Merging:  We can combine content from multiple sources belonging to ¢h

same event into a single news item.

Query 2: \Retrieve all information on Clinton's visit to Venezuela."
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Objects Ogs and O, are associated with Clinton's trip. All of the sub-
objects that comprise these two objects can be merged to foarsingle news
item. We require a start, a middle, and an end To form a coheremews
item. To maintain temporal continuity and chronology, we irclude the oldest
segment of typelntroduction,and the latest segment of typeéenclose.Objects
belonging to the body are also composed in temporal order (storecent
objects shown last). In addition to the language, we imposd¢ additional
constraint that all objects in the body appear in chronologial order. This
constraint is imposed to achieve temporal continuity in preentation. The

nal composition is as follows:
Op1! Og! Opz! Ops! Og7! Opg! O11! Op! Og3! Opg

Objects Og,, Ogz, Ogs, Og7, Opg, O11, O12, and O3 form the body of the
b-list. Object Op; is the introduction. Production rule (4) states that an
introduction segment is necessary for composition. ObjeQqg is an enclose
and is incorporated according to production rule (5). Accaling to our as-
sumptions (Section 4.2) and the constraints imposed by tharnguage, the

above composition results is a coherent news item.

Preferences: Content-based customization, or \preferences," can be aeled

by using the production rules of the language.

Query 3: \Retrieve all eld shots with information on Clinton's visit to

Venezuela."
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We gather all the information we have about the event \Clintan's visit to
Venezuela" and then apply content-based customization. &ording to user
preferences, only segments of typ&ild Sceneneed to be shown. According
to production rule (4) the minimum information to have a coheent news
item is an introduction followed by the segments of the typeNild Scene
From the table, objectsOq,, Og7, and Oqg belong to type Wild Scene Using
production rules (4), (5), (6), and (7) yields the nal compgition for the

playout as follows:

Opr! Ogza! Op7! Ogg! Opg

Temporal Constraints: We can achieve time-based customization using

the language.

Query 4: \Compose the latest news about Clinton's visit to Venezueldor
four minutes of playout.”

For this type of a query we need to know the playout duration otach
clip to produce a news item within the time playout constraih Assume the
timings for the complete playout of objects/segments as siwa in Table 6.6.

Here, in addition to using the production rules, we also usé¢ rules for
resolving temporal playout constraints. This can be achied by presenting
information from as many views as possible. If an informatiopresentation is
from an instance of chronological time, we cluster di erenviews separately
(e.g., Wild Scenes, Comments, IntervigwsDuring composition we iterate

through the clusters selecting a segment from each clustef the playout
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Table 6.6: Playout Duration of the Segments

Object ID | Time (Seconds)
Oo7 30

Oos 45

Ooo 5

On 120

O 55

O13 67

Os5 15

duration of a segment permits) until the speci ed duration las been accom-
modated.

According to the query, we must form a coherent and completeews item
within the constraint of 240s. Event O;¢ and its associated objects have the
most recent information; therefore, we initially attempt to compose a news
item from these objects with consideration for the duratiorof each segment.

The following objects can be selected to meet the playout cetmaint of 240s:

Iteration 1: Oi5! Oq1 ! Opy

lteration 2: O15! O11! Op! Og7! Og

According to the temporal composition criteria, we iteratethrough the
clusters of typesQA and Wild Scene In each iteration we select an object

from a cluster until all time is accommodated. If presentatin is from a period
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of chronological time (e.g., from 05/15/1996 to 06/26/1996we divide the
timeline into sub-periods. During composition we iterate lirough the sub-

periods and select a single segment from each sub-period acteiteration.

6.6 Summary

In this chapter, we discuss and de ne types of objects and thieattributes
that constitute news video information. We de ne entities & objects (e.g.,
people, locations, origin, transcripts, graphics, segmsn etc.). These types
of information/metadata are extracted from video data to ppcess user queries
and compose video pieces. Transcripts associated with wddata provide
additional information and are also used to extract metadat The extracted
information and the relationships among them are represesd by a news
data model, in which a newscast consists of multiple news it that are,
in turn, composed of multiple objects. This data model is useto specify
database schema for metadata organization and to proces®ugueries.

We discuss semantics within and across visuals and closegbtion data
associated with a news item. We observe that not all segment®longing
to the same news item share the same visuals or keywords. Hgncurrent
simple keyword-based retrieval techniques will not retriee all related data.
To overcome this shortcoming (that is, to improve the recallwe propose
a novel retrieval technique based on transitive search andhé union. The
unstructured documents/metadata retrieved as a result of aser query are

rst clustered/grouped into individual news items. Next, unstructured doc-
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uments in each cluster are used as queries. As a result of tnegieries, the
retrieved additional unstructured documents are includedn the respective
clusters. Finally, additional segments are retrieved usinsibling relationships
among segments. We note that if the results retrieved from asf our pro-
posed four-step hybrid technique are intersected with theesults obtained
from annotated metadata, the precision of the retrieval sysm can improve.
We also present a grammar that encompasses the content-lchsend
structure-based constraints to parse a composition. Thisihguage is a result
of a need for automatic cohesive composition of segments teaming desired
content. Content alone, though important, cannot be used tareate an auto-
matic coherent video piece. Therefore, by incorporating netraints based on
both content and structure in the language, it is possible tboth, automate
and obtain coherence in the news video production processsikl a variety
of examples, we demonstrate that the news video productiomgress assisted

by the language results in logical composition of newscasts
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Chapter 7

Canvass: A News Digital Video

Production System

Synopsis

In this chapter, we discuss the design and implementation af news digital
video production system. We discuss how the information witn video data
is annotated, what tools are used for this purpose, how metath are stored
in a relational database, and what type of database is used. éApresent
the process of indexing closed-caption/transcripts datara the tools used
for indexing. We describe the query processing mechanism the four-step
hybrid data retrieval technique and the quantitative analysis of its perfor-
mance. We also discuss the implementation of user interfacgomposition

techniques, and video delivery interface.
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7.1 Introduction

To analyze the quality of compositions resulting from the mposed compo-
sition and customization techniqgues we implemented a newsgdal video
production system. The architecture of the system implemeation is shown
in Fig. 7.1. Various technologies have been integrated to widop the DVPS

and these will be discussed as part of the system architectur

Annotation & Indexing Module

Retrieval Module

SRCDERRID0o,|
Object Data
Ontology Model

Query Soencocendd i P

RDBMS [* aale
Creation Raw «— )
Lo Metadata : Video Data
Annotation: le———

Trancripts| ¢ Video Data
Indicies

User
Interface

Information SMART
Retrieval

Interface

Information
Composition 4—‘ JE— SMART.
OG0
Indexing
Data
.
Files Interface
GRS ﬁ
Closed-Caption
) _ Semi-Structurg (23
Video Data Delivery Module Data Creation
Video Data Data/ControI‘ Video Data
Request Client Server

Figure 7.1: Architecture of the Digital Video Production Syptem

The architecture of the news DVPS implemented by us is divideinto
metadata collection module, retrieval and composition made, and video
delivery module. The annotation and indexing module is uset annotate
and index video data and transcripts, respectively, and pajate a database

with the annotated metadata. In the retrieval module we proess queries
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Table 7.1: Symbols Used to De ne the Indexing and the Retrie¥ Techniques

Symbols Descriptions

K Number of objects in an annotated metadata-based query

M Number of sub-objects of each object type in an annotated met adata-based query
L Number of values selected for each sub-object in an annotate d metadata-based query
R A set of operators used in an annotated metadata-based query

tf Frequency of a concept (term) i in unstructured metadata

N Number of unstructured metadata components with term i

Wt g, Intermediate weight assigned to a concept i for query match

Wi, Final weight assigned to a concept i for query match

wtg, Final weight assigned to a concept i for transitive search

q A query

Sq A set of segments returned as a result of a query

Qs A subset of Sq

Te Cluster cut-o threshold

F Similarity matrix

CL; A cluster

q(s) A query comprised of unstructured metadata component

St A segment retrieved as a result of a query q(s)

Sq(s) Set of segments s; retrieved as a result of a query q(s)

TCL; An extended cluster CL; resulting from a transitive search

using both annotated and transcript metadata and compose éhresulting
data. The proposed hybrid retrieval techniques and compaisin techniques
are implemented in this module. The video delivery module issed to sched-
ule the playout of actual video segments within a compositio The symbols

used in this chapter are summarized in Table 7.1.
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7.2 Annotation and Indexing

We acquired video data of broadcast news in analog VHS/NTS®rmat
and translated the data into a state suitable for resolving wgries to yield
candidate sets and composable segments. First, we digitizenalog data into
MPEG-1 format and stored the data in a repository. Next, the @itized data
were used to collect annotated metadata. In parallel, we @lsecorded closed-
caption data associated with the analog video data. The cled-caption data
were used to generate unstructured metadata. We discuss gshannotation

and indexing process in detalil.

7.2.1 Annotated Metadata

To extract metadata from the digitized video data we used anrmotation
tool called Vane [22]. This tool is based on the data modelingoncepts
presented in Chapter 6. The tool supports both segmentatioand strati -
cation concepts. This tool is also designed to con gure to érent concepts
in domain-speci ¢ ontologies without rewriting the tool itself. This is ac-
complished by using SGML separating context rules from theafiormation
content. The context rules are stored as a document type deition (DTD).
The DTD, based on the news video model (Fig. 6.2) and used torcgure,

Vane is given below:

< I--Document Type Definition for Generalized WYSIWYG Examp le (FULLDOC)-->
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A

A

N

A

N

A

N

A

N

A

N

A

N

A

N

N

N

IATTLIST

N

IATTLIST
id

anchor
producer
location
language
annotat
videofile
proddate

prodtime
IATTLIST

id

N

name
keyword
file
IATTLIST
id

N

name
keyword

populaty
IATTLIST

id

A

name
keyword
startf

stopf

< IATTLIST

target

!ELEMENT FULLDOC
IELEMENT SEQUENCE
!ELEMENT SCENE
IELEMENT SHOT
!ELEMENT OBJECT
IELEMENT ABSTRACT
'ELEMENT TRANSCR
IELEMENT REF
'ELEMENT CATEGORY
IELEMENT SCCATOGR
'ELEMENT NEWS
IELEMENT SPORT
!ELEMENT POLITICS
IELEMENT FOREIGN

IELEMENT LOCAL
IATTLIST NEWS subcat (morningj mid-day j evening) morning >

SPORT subcat (basket j soccer j football

FULLDOC

-0
-0
-0

(ABSTRACT?,CATEGORY? REF*, SEQLEENKCH *)>
(ABSTRACT?,REF*,SCENE*)

(ABSTRACT?,SCCATOGR?,REF* SHOBCH*N

(ABSTRACT?,REF*, TRANSECR?)

(REF* OBJECF*)

(#PCDATA & REBF*)*

(#PCDATA)
EMPTY
(NEWS)

(POLITICSSPORT FOREIGN LOCALY

EMPTY
EMPTY
EMPTY
EMPTY
EMPTY

CDATA #IMPLIED
CDATA #CURRENT
CDATA #IMPLIED

CDATA #IMPLIED

CDATA #IMPLIED
CDATA #CURRENT
CDATA #REQUIRED
CDATA #IMPLIED
CDATA #IMPLIED

SEQUENCE

CDATA #IMPLIED

CDATA #REQUIRED
CDATA #CURRENT

CDATA #CURRENT

CDATA #REQUIRED
CDATA #CURRENT

SCENE
CDATA #IMPLIED
CDATA #IMPLIED
SHOT
CDATA #IMPLIED

CDATA #REQUIRED
CDATA #CURRENT
NUMBER #REQUIRED
NUMBER #REQUIRED

REF

CDATA #IMPLIED

j ski j baseball) basket >
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< IATTLIST OBJECT
id CDATA #REQUIRED

name CDATA #REQUIRED
type CDATA #IMPLIED
metatype CDATA #IMPLIED
creattime CDATA #IMPLIED
creatdate CDATA #IMPLIED
medium CDATA #IMPLIED
origin CDATA #IMPLIED
populaty CDATA #IMPLIED
startf NUMBER #REQUIRED
stopf NUMBER #REQUIRED
frate (30 j 24 15) 30

mtype (col jBW) col

mformat (mpg j cosmoj gt j par j avi) mpg

In the above DTD, the elementFULLDOf@presents the whole video data
stream. SEQUENQCE&presents contiguous group of sceneSCENIEepresents
contiguous group of shots, andGHOTs a group of frames recorded contigu-
ously. All elements exceptREFhave both start and stop tags. For each of
the possible contained elements, an occurrence indicat@r also expressed.
FULLDOE€an have at most one or possibly ndBSTRAGT? occurrence in-
dicator. As expected, aFULLDOE€an also have one or mor6EQUENSES
represented by ¥". To support strati cation, contextual or content OBJECTES
are considered part oFULLDQCand eachOBJECTan be composed of sub-
objects. In the same manner, &CENEan have one or more neste@HOT
elements.

Vane stores raw metadata in a SGML compliant format, hence, evre-
quire a translator to populate a database. The translation cess includes
mapping of metadata to elds in a database schema, populatinthe data
elds, and resolving hypertext references. In the followigp we describe one

translation process that has been constructed to support SQqueries. The
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translator is called sgmi2sql .

Sgml2sgl is a conversion tool written to parse the SGML output of the
Vane tool and to populate a SQL database. Thegml2sgl implementation
is modular in nature, built with the premise of supporting ehancements at
the production side of the conversion. For example, a changéthe database

manager a ects only the module which interfaces with the datbase.

CMML-DB » DTD-DB
DTD Conversion Map File
» » 4
i - SGML2SQL - v
SGML » SGML Database SGML
File Parser Interface File
—

RDBMS
—

Figure 7.2: Sgml2sqgl Conversion Tool Architecture

Sgmi2sql is written in Perl 5 and uses the DBD/DBI (DataBase In-
terface) to communicate with the database. Currently we araising the
mMSQL-DBiackage and the mini SQL database. However, the choice of DBM
is not signi cant for our functionality. Sgml2sql rst runs an SGML parser
on the SGML le under conversion. The parser checks the SGMLle and
its associated DTD le for any inconsistencies. If no errorare found at
this stage then the tool reads the DTD-to-database-map legonsisting of a
mapping between various table attributes to the elds in thedatabase.

The database schema used in the DVPS is shown in Fig. 7.3. Thecord
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type News Doaontains general information about a pre-composed news-
cast provided by a source or composed at run time and stored.h& record
type News Itemcontains information about each item in the newscast. The
record type Object contains the metadata about the AV streams. The name
of an object, the creation time and date, and the origins makep the com-
posite key for this table. An object can belong to multiple sarces (e.qg.,
a clip of Bill Clinton outside the White House). A user might Ike to re-
trieve clips of Bill Clinton taken at a certain time or by a cetain source.
The medium type helps to compose objects from various souscand the
popularity eld provides information about an object's popularity. We do
not store an object stratum (provide access to objects overtamporal span)
but the concept of strati cation can be easily achieved. Theecord type
Item Sequencing de nes the tour of the newscast (i.e., the order in which
the news items will be presented). The eldQualifier is used to represent
di erent tours for the same newscast. Record typegkem Composition and
Object Composition de ne the hierarchy of the news items and the objects.
Record typesNews-ltem Mapand Item-Object Map de ne the news items
and objects that are contained in a newscast or in a news iterithe record
type Physical Map represents the metadata of AV and text les. Because
we use MPEG 1 compressed video data, to have a random seek alayqut
of a video we must use o sets into the video le for starting Wileo playout.
In this case we store \Group Start Code" o sets which repres# the start of
a new \Group-of-Pictures." So we have the eldGSC-File which represents

a le containing o sets for this purpose. Sample annotated mtadata from
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record type Object is shown in Table 7.3.

News Doc

‘ News—ID‘ Prod—Date‘ Prod—Time‘ Location ‘ Name | Producer ‘ Language‘
:
{; Item Sequencing

‘ News-ID ‘ Iltem1-ID ‘ Item2-1D ‘ Qualifier‘

News-ltem Map

News-1D ‘ Item-1D ‘

News Item

‘ Item-ID ‘ Title |Category |Sub-Category Image-File| Frame# Popularity

ﬁ Creat-Date |Creat-Time

{; Item Composition
| tem1-D | item2-ID |

Item-Object Map
Iltem-ID ‘Object—lD‘ Order ‘

Object
‘ Object-ID ‘ Type ‘Obj—Name ‘ Meta-Type‘Creat—Date Creat-Time| Medium
A

t Origin Popularity

{; Object Composition
| Object1-ID| Object2-ID)

Physical Map

A J
‘ Object—ID‘ FiIe—Name‘ Start-Frm ‘ Stop-Frm ‘Frame—rate‘ GSC-File ‘

Figure 7.3: Newscast Application-Speci ¢ Network Databas Schema

An example of the mapping between an DTD and database schema i
Fig. 7.3 for the news database is shown in the Table 7.2.

We use a relational database, called miniSQL [58], to stordaé anno-
tated metadata. Example annotated metadata stored in a releonal database

(RDB) is shown in Table 7.3.
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Table 7.2: Map Between SGML and DB

SGML Attribute DB Field
fulldoc.id news.newsd
fulldoc.newsid news.title_id
fulldoc.name news.title

fulldoc.producer
fulldoc.location
fulldoc.language
fulldoc.proddate
fulldoc.prodtime
(fulldoc).sequence
(fulldoc).shot
(fulldoc).object
sequence.(except SCENE
scene

scene.id
scene.name
scene.keyword
scene.img le
scene.frame
scene.time
scene.date
scene.populaty
(scene).sscategor
(scene).sscategor.sucat
(scene).ref
(scene).abstract
(scene).transcr
(scene).shot

shot.*

news.producer
news.location
news.language
news.prod-date
news.prod-time
IGNORE

IGNORE

new object table entry
IGNORE

new item entry, new newstem entry
item.item _id

item.title
item.keywords
item.image. le
item.frame_num
item.time

item.date
item.popularity
item.category
iterlne.sgubcategory

new object and itemobject entry
item.abstract
uniquely-named le
IGNORE

IGNORE




Table 7.3: Example Annotated Metadata

Object.id | Type Obj_name Meta_type | Creat.date | Creat_time | Medit
00 location | Studio place 06/26/1996 | 18:00:31 |V

o1 entity Gene Randal person 06/26/1996 | 18:00:31 | AV
02 segment| NULL intro 06/26/1996 | 18:00:31 | NULL
03 entity Jamie Mcintyre person 06/26/1996 | 18:00:46 | AV
04 location | Pentagon place 06/26/1996 | 18:00:46 |V

05 audio Jamie Mcintyre VO 06/26/1996 | 18:01:02 | A

06 graphics | Dhahran map 06/26/1996 | 18:01:02 |V

o7 entity Jamie Mcintyre person 06/26/1996 | 18:01:23 |V
(O]3] location | Pentagon place 06/26/1996 | 18:01:23

09 reaction | NULL ga 06/26/1996 | 18:01:23 | NULL
010 entity Jamie Mcintyre person 06/26/1996 | 18:02:45 | AV
011 location | Pentagon place 06/26/1996 | 18:02:45 |V
012 reaction | NULL ga 06/26/1996 | 18:02:45 | NULL
013 reaction | NULL interview | 1996/06/26 | 18:01:23 | NULL
014 entity Fionulla Sweeney person 06/26/1996 | 18:03:30 | AV
015 location | Studio place 06/26/1996 | 18:03:30 |V
016 graphics | Dhahran map 06/26/1996 | 18:03:45 |V
017 audio Abdul Abu Khudair o) 06/26/1996 | 18:03:45 | A
093 entity Abdul Abu Khudair person 06/26/1996 | 18:03:45 | A
018 location | Jedha city 06/26/1996 | 18:03:45 | A
019 reaction | NULL on ga 06/26/1996 | 18:03:30 NULL
020 entity Fionulla Swe*grrey person 06/26/1996 | 18:04:36 | AV
021 location | Studio place 06/26/1996 | 18:04:36 |V
022 graphics | Dhahran map 06/26/1996 | 18:04:36 |V
023 audio Abdul Abu Khudair VO 06/26/1996 | 18:04:36 | A
094 entity Abdul Abu Khudair person 06/26/1996 | 18:04:36 | A
024 reaction | NULL ga 06/26/1996 | 18:04:36 | NULL




7.2.2 Unstructured Metadata

Transcripts originating from closed-caption data (audio tanscripts), when
available, are associated with video segments when the segns enter the
content universeS. These transcripts comprise the unstructured metadata
for each segment (Table 7.4).

For indexing the unstructured metadata, we use text indexig and re-
trieval techniques proposed by Salton [79] and implemented SMART [21].
To improve recall and precision we use two sets of indices,[Each using

di erent keyword/term weighting schemes as follows:

Initial Segment Weighting: Initially, a vector comprised of keywords
and their frequency (term frequencyf) is constructed using the unstructured
metadata of each segment without stemming and without commowords.
The frequency of a term or keyword indicates the importancef éhat term
in the segment. Next, we normalize thef in each vector with segment
(document) frequency in which the term appears by using Eq..T:
N 2
wty, = tf; log N ; (7.1)
whereN is the number of segments in the collection and; represents the
number of segments to which term is assigned. The above normalization
technique assigns a relatively higher weighwt;, to a term that is present

in a smaller number of segments with respect to the completenstructured

metadata. Finally, wt;, is again normalized by the length of the vector
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Table 7.4: Sample Unstructured Metadata

JdDoc:

cnn2.txt/0192

.videoFile:

d64.mps

textData:

Leon: Good evening. We begin tonight with attorney generalahet
Reno. She says the call was her and she's ready to take the
heat. There will be no independent counsel to look into funchising
activities of the president, vice president, or former engy

secretary Hazel O'Leary.

idDoc:

cnn2.txt/0193

.videoFile:

d65.mps

textData:

Justice correspondent Pierre Thomas looks at the long-awed decision.
After months of intense pressure, attorney general Janet Re has made
a series of decisions sure to ignite a new round of politicahrfare.
Regarding fund raising telephone calls by Mr. Clinton at theVhite
House: no independent counsel. On vice president Gore's duraising
calls: no independent counsel. Controversial democratiarmpaign
fund-raiser Johnny Chung has alleged he donated $25,000 td_€ary's
favorite charity in exchange for a meeting between O'Learyrd a
Chinese business associate. Thr%g%alls for an independsounsel.

All three rejected.




(Eq. 7.2). Therefore, the in uence of segments with longereectors or more

keywords is limited:

Wiy,
=0 (Wty; )2
Cluster and Transitive Weighting: Here we use word stemming along

with stop words to make the search sensitive to variants of thsame keyword.
In segments belonging to a news item, the same word can be ugechultiple

forms. Therefore, by stemming a word we achieve a better matbetween
segments belonging to the same news item. For the transitiwearch and
clustering, we use the complete unstructured metadata of @&gment as a
guery, resulting in a large keyword vector because we wantlgrthe keywords
that have a high frequency to in uence the matching processtherefore, we
use a lesser degree of normalization (Eq. 7.3) as comparedthe initial

segment weighting:

wts = tf; log Nﬁ : (7.3)
i

Table 7.5 shows a comparison of the weighting schemes for tha@me
unstructured metadata. The two concepts \Iraq" and \lragi" in the second
scheme are treated as the same and hence the concept \Iraqtsya higher
relative weight.

Queries are matched against the metadata (annotated and unsctured)
and the query formulation and processing process is discedsin the next

section.
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Table 7.5: Weight Assignment

Doc ID Concept | Scheme 1 Scheme 2
146 barred 0.62630 | 4.04180
hline 146 | weapons | 0.15533 | 2.50603
146 iraqi 0.21202

146 u.n 0.18075 | 2.72990
146 continues | 0.31821 | 2.58237
146 stando 0.36409 | 3.87444
146 iraq 0.13211 | 2.71492
146 sights 0.50471 | 4.04180

7.3 News Video Data Retrieval

The user/query interface is Web-based and it communicatesitiv the news
DVPS using Common Gateway Interface (CGl), a standard for eégrnal gate-
way programs to interface with HTTP servers. The CGI scriptsare written
in the C language. The interface is used to formulate queri¢s the DVPS.
As discussed in the previous chapter, three types of queriesn be processed
by the DVPS: annotated metadata-based, unstructured metada-based, and

composite metadata-based.

168



Annotated Metadata-Based Query Processing

Initially, when a user accesses the Web interface, the inface is popu-
lated with the metadata stored in the relational database. Mtadata like
story/event titles and associated names of the people andclation are dis-
played. The process of query formulation is reduced to the §nt and click"
process. A user query is converted into miniSQL compliant fimat for pro-

cessing (Fig. 7.4).

User Quer SQL Quer
A Convert to oLe y=,A\nnotated
SQL
Q »Metadata

Segment IDs
Compose Additional Information
Video Compose |< for Composition
News Item <

Figure 7.4. Annotated Metadata-Based Query Processing M&mism

A user query is converted into SQL-compliant format accordg to the
methodology discussed next.

A query predicate (0) is composed of a primitive operation which returns
a Boolean result.

(0) = oR value

o represents an object typeR is a set of operators<; >; =; ; ; 6)
which are used to evaluate the tautology of a predicate, anghluerepresents
any alphanumeric string. For example, city = \Boston." Hene, a general

guery Q can be expanded as follows:
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Where N represents the number of object types selected for the query
(e.g., location and entity) and L represents the number of sub-objects of
each object (e.g., sub-objects of location are place, cignd country). In a
guery, each sub-object can have multiple values (e.g., citan have values
\Boston," \San Francisco," and \Srinagar"). M is the number of values

selected for each sub-object. An example query is as follows

\Retrieve news items about bombing in Dhahran, Saudi Ara-

bia with Clinton and Christopher."

In the above query, a search is made on a city called Dhahrancauntry
called Saudi Arabia, an event named bombing, and persons (#) named
Clinton and Christopher. Hence, the value oN is 3 (i.e., there are three
object types to be searched). The value af is 2 for the rst object (i.e., we
have to search for two sub-objects types; city and country)The value ofL
for other two objects is 1. The value oM for sub-object types city, country,

and event is 1. For the last sub-object type (person), the vaé ofL is 2.

Q = (city =\ Dahran™) AND (country =\ Saudia Arabia") AND (event=

\Bombing") AND (person=\ Clinton" AND person =\ Christopher")

We store relationships among the segments belonging to a rewem

as annotated metadata. These metadata are used to form caddie sets.
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Therefore, segments that are retrieved as a result of a userayy are clustered
by nding the relationships among them. These clusters aresgd to compose
news items.

The unstructured metadata-based query is just a string of ksvords, and
these keywords are matched against the indices created frahe unstruc-
tured metadata. The proposed query processing technique asbottom up
approach, where the search starts from the unstructured nmedata and is

discussed in the next section.

Unstructured Metadata-Based Query Processing

In Section 6.4, we proposed a novel four-step hybrid apprdato improve the
recall of a video information retrieval system. Here we prest the mechanism
(Fig. 7.5) of processing a query using this approach.

A query enters the system as a string of keywords. These keyds are
matched against the indices created from the unstructured etadata. The
steps of this process are query matching, clustering the tdis, retrieval based

on the transitive search, and sibling identi cation. Theseare described below.

Query Matching: This stage involves matching of a user-speci ed key-
word vector with the available unstructured metadata. In ths stage we use
indices that are obtained as a result of the initial segmenteighting discussed
in the previous section. As the match is ranked-based, thegsaents are re-
trieved in the order of reduced similarity. Therefore, we rexl to establish a

cut-o threshold below which we consider all the segments tbe irrelevant
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Figure 7.5: Process Diagram for Newscast Video Composition
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to the query. Unfortunately, it is di cult to establish an op timum and static
qguery cut-o threshold for all types of queries as the simildty values ob-
tained for each query are di erent. For example, if we are psented with
a query with keywords belonging to multiple news items thenhie similarity
value with an individual object in the corpus will be small. f the query
has all keywords relevant to a single news item then the sirarity value will
be high. Because of this observation, we establish a dynanguery cut-o

threshold (D maxfd(s;gg) and we set it as a percentag® of the highest

match value maxf d(s; g)g retrieved in setS,. The resulting set is de ned as:

QS f s2S;jd(s;0 (D maxfd(s;0g)g;

wheres is the segment retrieved andi(s; g) is the function that measures

the similarity distance of segments returned as a result of a quenyg.

Object IDs

Object ID Retrieve
Corresponding
» Semi-Structured
Semi-Structured [Metadata
Metadata

Semi-Structured
Metadata

A

Semi-Structured
y Metadata

Cluster
Semi-Structured
Objects

Figure 7.6: Diagram of the Clustering Process
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Results Clustering: In this stage, we cluster the retrieved segments with
each group containing yet more closely related segmentsdsents belonging
to the same event). We use the indices acquired as a result bettransitive
scheme (Fig. 7.6). During the clustering process, if the silarity ( d(sa; Sp))
of the two segments is within a cluster cut-o thresholdT,, then the two
segments are considered similar and have a high probabiliof belonging
to the same news event. Likewise, we match all segments andyp the

segments that have similarity value within the threshold, esulting in a set
fCL1;CLy; CLg; i CLio;

where CL; are a clusters (sets) each consisting of segments belonging
a single potential news item. An algorithm for forming the aisters is as
follows:

For forming disjoint clusters we use a graph-theoristic mabd [34, 40]
that uses minimal spanning tree (MST). The longest edges irh¢ tree are
removed producing clusters. In this work, we use a thresholld, (the edges
with length beyond and equal to which are removed) that givethe best
clustering performance on the experimental data set. Howew if an optimum
threshold is to be used, then cluster separation measure pased by Davies
and Bouldin [32] can be used. For creating the MST we use the iRrs
algorithm [29] and the depth- rst search algorithm to nd long edges in the
tree. We use the depth- rst search due to ease with which thdusters are

created. The clusters are formed as follows:

1. If there arek segments in the seQS then rst create k k similarity
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matrix F =[f; ], where

o

8
% d(sil;Sj) if 16j"d(si;s)>0
:E if 16j"d(si;sj)=0 ij =1;:5k

o

if i=]

2. Use Prim's algorithm for forming MST. The input to the algaithm is

the matrix F and output is the tree.

3. Use depth- rst traversal through the tree to remove edgegreater than
the threshold T,. This results in separate clustersCL; of connected

nodes.

Transitive Retrieval: We use the transitive search (Fig. 6.7). The transi-
tive search increases the number of segments that can be d¢desed similar.
During query matching, the search is constrained to the sitairity distance
(d;) and segments within this distance are retrieved. During th transitive
search we increase the similarity distance of the originaligry by increasing
the keywords in the query so that segments within a larger dence can be
considered similar. In the transitive search we use unstruzed metadata
of each object in every cluster as a queryy(s), and retrieve similar seg-
ments. Again, we use item cut-o threshold that is used as a tw point
for retrieved results and the retained segments are includlén the respective
cluster.

A news item is made up of a number of segments. Not all segmeaotsitain

equal level of information. Therefore, a news item is di cul to retrieve from
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only a few keywords. To retrieve segments that do not match #initial query
but belong to same news item we use the complete unstructuresetadata
for each segment as a query. Related segments have other nalifucommon
keywords that can be used for matching. Therefore, the thirdtage increases
the recall of the initial query by using a transitive search peration.

The transitive cut-o threshold (T  maxfd(s;; (s))g) is set as the per-
centage {) of the highest similarity value retrieved maxf d(s;; q(s))g. For
example, the distancedl,;; dyy; and d,3 (Fig. 6.7) fall within the transitive
cut-o thresholds of respective segments.

Consider a clusterCL; = fs;;s,; S3;::1; Sy g formed in the results cluster-
ing step. The extended cluster resulting from the transitie¢ search can be

de ned as:

Tl U "s2 s idscas) (T maxfd(s;ds)g)

8s2CL;
where, s; is a segment returned as a result of a transitive search of a
segments 2 CL; and d(s;; (s)) is the function that measures the similarity

value of a segmens; to query ((s).

Sibling Identi cation: To further improve recall we use the structural
metadata associated with each news item to retrieve all otheelated objects
(Fig. 7.7). Structural information about each segment in alaster is anno-
tated; therefore, we have the information about all the othesegments that
are structurally related to a particular segment. We take tle set of segments

that are structurally related to a segment in a cluster and pdorm a union
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operation with the cluster. Supposel C; = fs;;s;;Ss;:::i;Sng is one of the

clusters resulting from the third step, then the nal set canbe de ned as:

[
SG = R(s):
s2TC;j
Here R(s) is a set of segments related to a segmengs Likewise, the

union operation can be performed on the remaining clusters.

Clustered
Semi-Structured

Objects

Retrieve
Related
Objects

Object ID

Annotated
Metadata

Clustered
Object ID

Figure 7.7: Process Diagram for Retrieving Related Objects

Using the four-step hybrid approach we are able to increasée recall
of the system. Next we discuss the quantitative analysis ohe retrieval,

clustering, and proposed transitive search process.

Analysis of the Proposed Hybrid Technique

We evaluated the performance of our technique based on 10 wf news
video data and their corresponding closed-caption data agsged from the
network sources. Our results and analysis of the applicati@f our techniques

on this data set are described below.
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Because the objective of our technique is to yield a candidaset of video
segments suitable for composition, we focus on the inclusiexclusion met-
rics of recall and precision for evaluating performance. Mever, subsequent
rank-based re nement on the candidate set yields a composih set that can
be ordered for a nal video piece.

The data set contains 335 distinct news items obtained fromNN, CBS,
and NBC. The news items comprise a universe of 1,731 segmemst of
which 537 segments are relevant to the queries executed. Tiest common
stories are about the bombing of an Alabama clinic, Oprah Wirey's trial,
the Italian gondola accident, the UN and Iraq stando , and the Pope's visit to
Cuba. The set of keywords used in various combinations in gyeformulation
is as follows:

race relation cars solar planets falcon reno fund raising
oil boston latin school janet reno kentucky paducah rampage
santiago pope cuba shooting ca eine sid digital genocide
compaqg guatemala student chinese adopted girls
israel netanyahu arafat fda irradiation minnesota tobaccotrial
oprah beef charged industry re east cuba beach varadero
pope gay sailor super bowl john elway alabama clinic italy

gondola karla faye tucker death advertisers excavation leGnon

louise woodword ted kaczynski competency

The number of keywords in uences the initial retrieval proess for each
news item used in a query. If more keywords pertain to one newsm than
the other news items, the system will tend to give higher sitairity values to

the news items with more keywords. If the query cut-o thresbld is high
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(e.g., 50%), then the news items with weaker similarity mates will not
cross the query cut-o threshold (the highest match has a vgrhigh value).
Therefore, if more than one distinct news item is desired, augry should be
composed with an equal number of keywords for each distincews item. All
the distinct retrieved news items will have approximately he same similarity
value with the query and will cross the query cut-o threshad.

For the initial experiment we set the query cut-o thresholdto 40% of
the highest value retrieved as a result of a query, or.® max(Sy). The
transitive cut-o threshold is set to 20% of the highest vale retrieved as a
result of unstructured metadata query, or € max(Sy(s)). The results of
29 queries issued to the universe are shown in Fig. 7.8. Here assume that
all the segments matched the query (we consider every retregl segment a
positive match as the segments contain some or all keywordktbe query).
The clustering thresholdT, was kept at 0.03 and we observed that out of the
29 queries the clustering algorithm did not form exact clusts for 4 of the
gueries. In all four cases the algorithm could not identify idtinct storylines.

Not all the keywords are common among the unstructured metath of
related segments, nor are they always all present in the kegwds of a query.
Therefore, to enhance the query we use a transitive searchtwa complete
set of unstructured metadata. The probability of a match amog related
segments increases with the additional keywords; howevehjs can reduce
precision.

As a result of the transitive search, the recall of the systens increased

to 48% from 25% (another level of transitive search can inase it further).
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Table 7.6: System Performance

Search Technique Total Segments| Relevant Segments Recall | Precision

Retrieved Retrieved
Query Match 137 137 25% | 100%
Transitive Search | 293 262 48% | 89%
Sibling 517 517 96% | 100%

Identi cation

The precision of the results due to this step is reduced to 89%@m 100%.

A cause of such low recall of the initial retrieval and subsegnt transitive
search is the quality of the unstructured metadata. Often tls quality is low
due to incomplete or missing sentences and misspelled wo(dse to real-
time human transcription).

Using the structural hierarchy (Section 6.3) we store the fationships
among the segments belonging to a news item. Therefore, ifghinformation
is exploited we can get an increase in recall without a reduoh in precision
(as all segments belong to the same news item). In the last gtef the query
processing we use structural metadata to retrieve these atidnal segments.
As observed from the above results, the recall is then inciesd to 96%. The
remaining data are not identi ed due to a failure of the priortransitive search.

The results demonstrate that the combination of di erent rerieval tech-

niques using di erent sources of metadata can achieve bettecall in a news
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Figure 7.9: Process Diagram for Using Visual Metadata to Inease Precision

video composition system as compared to the use of a singletadata set.
From the results we observed that to emulate news items whigimcompass
multiple foci (i.e., concepts from each are associated withany segments), it
becomes di cult to balance the clustering of segments for thse foci with our
techniques. For example, the query \State of the Union Addss" applied
to our data set will yield foci for the address and the intern @ntroversy.
However, there are many more segments present in the data gmtthe intern

controversy.

Composite Metadata-Based Query Processing

The results for the annotated metadata-based and unstructed metadata-
based search are intersected and only the common segments eetained

(Fig. 7.9).
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7.4 Video Data Delivery

The conceptual compositions or information about a compdgin is passed to
a user and is displayed in the user interface. The video playiis initiated at

the user's request by passing the composition informatiom ta video server.
The server in turn reads the corresponding video data and s#sithem to a
video client for rendering. The communication between theideo server and
the client takes place via 100BaseT using TCP/IP protocols.We use the

MTV client [62] for video playout.

7.5 Summary

In this chapter, we present details about the implementatio of a news digital
video production system. The analog video data are rst comrted into
MPEG-1 digital format. Using Vane the digital video are anntated. The
output of Vane (content information or raw metadata) are stoed in a SGML
compliant format. To make the raw metadata queryable, it istanslated into
a relational database speci ¢ schema (miniSQL) using thegmi2sgl tool.

We also decode the closed-caption data associated with wddata, and
convert them into unstructured metadata. The unstructuredmetadata are
then indexed using SMART and the indices are stored in SMARTempliant
les.

Queries are issued using the Web interface, which is implented using

HTML and the Java language. At the time of interface renderig, the an-
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notated metadata are automatically extracted from the RDB ad displayed.
Queries composed by the user with the \point and click" methd are trans-
lated into SQL and sent to the relational database (miniSQLJor processing.
A user can also enter keywords that are converted into SMARTempliant
query format for processing. A user can also simultaneoustyjuery both
annotated and unstructured metadata.

In the annotated metadata-based query, the Boolean matchyrtechnique
is used to compare annotated metadata and user speci ed @ita. If any seg-
ment belonging to a news item matches the query, then all theher segments
belonging to the news item are retrieved based on the siblinglationship,
and these segments form a candidate set.

In an unstructured metadata-based query, the segments redved as a
result of user specied criteria are clustered based on théslarity among
the segments. Next, the clustered segments are augmentedngsa transi-
tive search and the sibling relationships among the segmentThe resulting
clusters or candidate sets are used for compositions.

In composite metadata-based query, the common segmentsrieted from
the two individual queries (annotated metadata-based andnstructured metadata-
based) are retained for composition.

The CGI scripts are written in the C language to execute the qeries.
The transitive retrieval technique and all the compositiortechniques are im-
plemented as CGI scripts. The conceptual compositions foed from the
candidate sets are displayed in the Web interface, from wheethe user ini-

tiates video playout. Video data are streamed separately tbugh TCP/IP
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protocol and displayed using MTV, a MPEG-1 video playout cént.
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Chapter 8

Conclusions and Future Work

8.1 Conclusions

Evaluation of a video-based composition is a complex prosess various fea-
tures associated with a video composition need to be analgzeWhile the
existing metrics evaluate the retrieval performance of a DRS, they are not
useful in assessing the quality of a video composition. In dition, the exist-
ing automatic video composition techniques are based only @ontent, and
do not consider the creation time and structure of a video pie. In this
dissertation we have proposed a set of metrics for evaluatiof quality of
news video compositions. We have also proposed various an#tic video
composition and customization techniques that overcome ¢hlimitations of
the existing methods. We used our proposed metrics to evateahe quality
of manually composed broadcast news, and obtain values thsgrve as ref-

erences to judge the quality of an automatic newscast comgitosn produced
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by our proposed composition techniques.

In this dissertation, we have introduced the concept of payd-based and
instance-based compositions. Period-based compositiarcludes temporal
ordering, thematic ordering, and thematic nearness ordeg techniques. Tem-
poral composition provides temporal ordering of a compogin, but depends
on similarity among the segments for thematic ow in the compsition. The-
matic composition maintains both correct temporal orderig and a smooth
ow of information. However, compositions resulting from his technique
can have large temporal jumps, either because the threadsthwiconsider-
able varying information are dropped, or because segmentgiwsigni cantly
di erent creation times are considered similar. To overcomthese shortcom-
ings, we have proposed the thematic nearness compositionheique. In this
technique, the similarity between two segments is not onlyased on the in-
formation, but also on the di erence in their creation time. We nd that
better overall composition quality is achieved as we movedm the use of
temporal to thematic nearness techniques.

In instance-based composition, we have used random ordeyjclustering,
and thematic ordering of the segments. In random ordering dnclustering,
we have assumed that the ordering of segments in a body is leant if
they belong to the same instance of time. Therefore, the segnts in the
body can be presented in any order or clustered based on thgipe and the
clusters presented in any order. However, thematic ordegrof body segments
can be used in an instance-based composition to improve the@othness in

information ow in a composition.
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In addition, we have proposed novel breadth- rst & depth-seond com-
position techniques for composition under playout time catraints. These
techniques provide diversity in information and cover the mximum possible
creation time period. Using these techniques on news videatd, we nd that
though the information conveyed by the customized compogih is reduced,
as expected, the creation period covered is increased. Qtlemposition
features maintain reasonable quality as compared with brdaast news video
composition.

We have also investigated other components of a news DVPS irder
to implement a working digital news video production systenfSection Al).
We have proposed and de ned metadata types, a concept ontghp and a
concept/object model. We used these to develop an annotaticengine for
semi-automatic information extraction. We have also invegated informa-
tion semantics to develop a hybrid technique for better redlaand precision
of the retrieval. We found a signi cant increase (48%) in real when the

proposed retrieval technique was used on our experimentadtd set.

8.2 Future Work

Our work can take a number of new directions. In particular, mnipulation
of information within segments is an area that needs to be elkped. The
manipulation of information within a segment can involve tke introduction
of a new object or the removal of an existing object from a segmt. Manip-

ulation of information in a segment will not only allow us to ceate a segment

188



with added information, it will also permit customization o the information
contained in the segment. The composition techniques proged in this dis-
sertation are based on temporal sequencing of video segnserAdditionally,

scene compositiorcan also be investigated as a potential technique.

Scene Composition

Sports

Object Archive

Scene Composition

Segments Compsition

aiEe

Playout Timeline

======

-

Figure 8.1. Automatic Scene Composition Concept

As shown in Fig. 8.1, given a set of objects (e.g., backgrounadnchor,
text, audio), we can automatically compose the objects to eate a scene.

Similarly, all the scenes required in a composition can beeated. Currently,
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scenes are already pre-composed and stored in a video arehiVhe objectives
of automatic scene composition is to achieve a dynamic andsually rich
composition of a newscast. A visually rich composition canebachieved by a
selection of interesting and informative video objects fro any composition
to create a new composition. It provides interactivity withobjects within a
scene that is otherwise not possible in simple playout of adgo. Also, the
same objects can be reused to create di erent scenes. We de the following

two types of scene composition processes:

Aggregate Scene Composition: A composite of independent but related

objects (Fig. 8.1).

Partial Scene Composition:  Replacing objects in a composite. E.g., re-

placing a talking head with location scene.

Objects in a scene can be dropped or replaced only if visualjetts are
available and techniques to form a composite are availabIMPEG-4 [59, 60],
a digital video standard, can be used for the above objectivén this standard
the concept of audio/visual objects (AVO) is present. Infamation about the
objects and how these objects are to be rendered for nal pesgation can
be incorporated in the MPEG-4 stream. In addition, AVOs can b natural
or synthetic, (i.e., recorder with a camera/microphone or gnerated using
a computer). Therefore, the MPEG-4 standard can be e ectivg used for
aggregate and partial scene composition (Fig. 8.2) by inquorating infor-

mation as to how the objects should be rendered.
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Figure 8.2: Automatic Scene Composition in MPEG4
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The coding of objects separately also o ers scope for contgrersonaliza-
tion at the object level in a video. In current composition tehniques, we drop
a complete video segment because of an undesired object with segment.
By encoding objects separately we can drop only the undesirebjects and
use rest of the objects in the segment composition. This ispexially useful
in resource management (e.g, network bandwidth). Currentlthe concept of
streaming two di erent video compositions to two users withdistinct require-
ments is used. By using dynamic object composition, multiplstreaming can
be avoided to a certain extent. It is possible to distribute asingle stream
but provide di erent composition to the users. All the objeds desired by the
users can be incorporated in a MPEG-4 stream and the desiretljects can
be incorporated at the client-end.

Therefore, multiple objects can be encoded and only partiabjects can
be decoded depending on a user's choice. Therefore, strealmsiot need to
be encoded for individuals, and a single stream can be muligted to di erent
users. However, MPEG-4 compositor needs to be extended taanporate
user pro le. Further, objects can be encoded at di erent reslutions depend-
ing on their importance.

Instead of storing metadata in a separate archive, MPEG-7 16 de nes
a standard for description of multimedia content. This desgtion can be
attached to objects regardless of their format. Thereforeising MPEG-4, itis
possible to attach descriptions (e.g., name of the persoraté of an event, and
location) with objects. This provides a convenient way of kating content

in a video stream.
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Using MPEG-4 and MPEG-7 encoding, the following objectivesan be

achieved in broadcast news composition:

1. Replacement of interesting visual content (e.g., locatn shots) with

deadvisual content (e.g., talking head).

2. Object personalization, depending on a user pro le, irfevant data can

be dropped. Or, desired data are incorporated in a compositi.
3. Enrichment of content by including \added value" informaion.

4. Object archive will be smaller due to reuse of content.

In summary, to provide further exibility in video composition, techniques
for composition and customization at scene level need to he/estigated and
developed. In addition, the metrics proposed in this work arbased on the
feature set specic to a news video domain. However, di erérsubsets of
the feature set can be used to evaluate other domain-specicompositions.
For example, in the jokes domain the creation time of the coeht does not
a ect the information conveyed by a composition. Thereforewe need to
identify subsets of the feature set for evaluation of other amain-specic
compositions and identify, if any, additional domain-spea features required

for evaluation.
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Appendix Al

Summary of Requirements and
Techniques for a Video

Production System

Here we summarize the requirements and the implementatioedhniques for
a video production system. This section includes technigsieised for query
matching with annotated and unstructured metadata; video dta retrieval

techniques including transitive search and union based seh; and techniques

used for composition of a video piece.

Al.l Requirements:

1. Digitized video segments must be available. Informatiocontained in

a video segment should be complete and self contained. Eaelgrment
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should have minimal dependencies on neighboring segmenBe¢tion

4.1.2).

2. Closed-caption data associated with the video segmentsish be avail-
able. Closed-caption data associated with each video segmeare

treated as metadata associated with the segment (Sectior222).

3. Information about events, places, and persons in the vials (Section

7.2) must be available, potentially via human annotation.

4. Information about the sibling relationships (Sections.2 and 6.3) must

be available.

5. Annotated information about the creation time and the plgout dura-

tion of each segment (Sections 7.2 and 6.3) must be available

6. Database to manage metadata about segments must be avai&a In
the implementation of Canvass we used a relational databasalled

miniSQL [58].

7. Two set of indices generated from the closed-caption/umgctured data
for initial retrieval and clustering/transitive search (Sections 7.2.2 and

6.4) must be available.

8. Tools to index the unstructured data must be available. Irthe imple-

mentation of Canvass we used SMART [21] to create the indices

Next, we discuss the techniques for the implementation of adeo pro-

duction system.
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Al.2 Implementation

In this section we discuss the video data retrieval and comgition techniques.

Retrieval Techniques: Video segments can be retrieved by matching ei-
ther or both annotated metadata and unstructured metadata $ection 7.3).
The resultant segments retrieved as a result of any of the abmatching
techniques will be part of di erent storylines. Therefore further processing
is required to separate the segments into di erent storylies; therefore, the
segments need to be clustered (Section 6.4). Each clustepnesents a single
storyline. The recall of the system can also be increased afidws (Section

7.3):

1. Use a minimal spanning tree technique [29, 34] for clusieg segments

into separate storylines.

2. After the clusters are formed, these clusters can be augmed as fol-

lows:.

(a) First, use a transitive search technique for each segnen a clus-
ter. The additional segments retrieved in the process aretegned

as elements of the cluster.

(b) Second, use a sibling search technique for each segmaena iclus-
ter. The additional segments retrieved in the process are @g

retained as elements of the cluster.
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Composition:  The following techniques can be used to compose the seg-

ments in each cluster into a narrative (Section 4.2):

For instance-based composition we must maintain the strugtal and

thematic continuity.

1. Select a segment of typéntroduction

2. Order the segments in the body in a random order, cluster @ard-
ing to the segments types and order, or using cosine similkgrfor

ordering.

3. Select a segment of typ&ncloseif available.

For period-based composition we must maintain the structaid, tem-

poral, and thematic continuity.

1. Select a segment of typéntroductionwith earliest creation time

and date.
2. Order the segments in the body in a chronology.
3. If better thematic continuity is desired use cosine sinakity.

4. Select a segment of typ&nclosewith the latest creation time and

date.

Time-Limited Composition: Constraints are imposed on the playout
duration of a composition and following two situations can ccur (Section

4.2.3):
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If more playout time is available than the total playout time of a set of

compositions then insert value-added content (e.g., adteements).

If less playout time is available (Section 4.2.3) than the tal playout

time of a set of compositions then drop data as follows:

{ Instance-Based: Fit in as many views and utilize all the aviable

playout time as follows:

1. Distribute the available playout time among the composibn
by proportionally dividing the playout time according to the
playout time of each composition.

2. Cluster the segments in the body of a composition accordin
to their type and select a segment from each cluster and keep
iterating until no more time can be utilized for the composi-
tion.

3. In the end if some time is left for the composition that cod
not be adjusted, then accumulate the time.

4. Now the objective is to utilize as much of the accumulated
time. Therefore, use bin packing technique for selectinggse

ments.

{ Period-based: Optimize the span covered in a composition én

utilize all the available playout time as follows:

1. Distribute the available playout time among the composibn

by proportionally dividing the playout time according to the
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playout time of each composition.

. Divide the creation time line of each composition into sub
periods. Select a segment from each sub-period and keep it-
erating until no more time can be utilized for the compositio.

. In the end if some time is left for the composition that coudl

not be adjusted, then accumulate the time.

. Now the objective is to utilized as much of the accumulated
time. Therefore, use bin packing technique for selectinggse

ments.
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Appendix Bl

Glossary

Candidate Set: A set of segments selected by a query on a data universe.

Canonical Model: Formal encoding of an application-speci ¢ cognitive/sematic

user pro le.
Clip: Same as a segment.

Composition: The process of sequencing video segments to create a narra-

tive.
Composition Set: A set of segments that are part of a composition.

Concept Vector: A vector that consists of concepts associated with video

data.

Content Progression:  Rate of change in information within a composi-

tion.
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Cover Footage: Video segments that encompass all of the aspects of a story
center. For example, shots from the scene, comments of bystlers,

and formal interview about the story.
CM: Continuous Media (e.g., video).
Creation Time: Date and time when video is recorded.

Customization: Tailoring a narrative according to user or system con-

straints.

Data Model: Representation of extracted information from video data ash

the relationships.

DTD: Document type de nition; contains context rules of an SGML @cu-

ment.
DVPS: Digital video production system.

Event: Anything that happens; an occurrence of some importance incer-

tain place during a particular interval of time.
FCC: Federal Communications Commission.
Focus: The main concept in a narrative.
Historical Time:  Creation time.

Narrative: A narrative is a series of events collected as a cause and d¢sec

chain.
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Ontology: Description of the concepts and relationships that can exisn

video data.
Period-Span Coverage: The span encompassing the life of an event.

Precision: Measurement of the ability of the system to present relevant

data.
QBE: Query by example.
Information:  Concepts associated with video segments.
IQ: lconic query.
Recall: The ability of the system to retrieve all relevant data.

SGML: Standard generalized markup language; a markup languagesdgo

de ne the structure of and manage documents in electronic rfim.

Segment: A shot or contiguous collection of shots forming whole unitfo

information.

Semi-Structured Metadata: Information contained in transcripts associ-

ated with video segments.

Shot: One or more frames recorded contiguously and representing@ntin-

uous action in time and space.
Similarity Distance:  Separation in concepts between any two segments.

SQL: Structured query language.
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Story Center: A focus.
Story line: A narrative

Structural Continuity: Metric the position of a segment type in a com-

position.
Sub-event: Cause and e ects in an event over an interval of time.
Tag: Ending segments in a composition (enclose)

Time Constraint Composition: Composition achieved under playout time

restrictions.
Temporal Continuity: Metric the sequencing of segments in time.

Thematic Continuity: Metric the smooth ow of information between

consecutive segments.
Thematic Jump:  Similarity distance.
Theme: A focus.

Thread: Temporally-ordered segments that present information alub an

aspect of an event.

Transitive Search: The process of retrieving segments that are similar to

the segments returned as result of a user query.

User Prole: Information about constraints of a user, (e.g., content, -

out time, cost, etc.).
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Video Archive: Video data storage system.
Video: A sequence of synchronised pictures and audio data.
Visuals: Pictures.

Wild Scene: Footage from the actual location of the event.
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