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ABSTRACT

Tednologicaladvancesmake the existenceof extremely large wirelesssensomet-
works (WSNET) with multiple sensingcapabilities a reality to be considered.Sudh
networks may be deployed incremenally by potertially di erent owners, with no
single addressingsystemguarartees. Moreover, multiple small tasks, ead requiring
a fraction of the network's resourcesmay be preserted to the whole WSNET. Like-
wise, larger, unforeseerapplicationsmay be taskedto multiple smallernetworks that
had beendeployedfor di erent goals. It is thus essetial that the underlying routing
medanism be selective enoughto propagatedata only to relevant parts of the net-
work, and adaptive enoughto o er servicesthat can conciliate di erent addressing
needsand meetsdi erent application level communication requiremerts.

It is shown in this dissertationthat an attribute basedrouting schememeetsthe

demandsabove. A hierarchy of clustersis overlaid on the network, basedon a set



of attributes that re ect cortainment and adjacencyrelationships. Sensorswith the
sameattribute value are clusteredtogether and elect a leader (the attribute based
router) within the cluster. Theserouters use cluster menber information to route
data to relevant regionsin the network. Dierent hierarchiesmay be overlaid simul-
taneously allowing multiple addressingschemesto coexist. Furthermore, padcketsare
forwarded basedon a set of routing rules. Theserouting rules are speci ed basedon
the cluster hierarchy and preser di erent traversalmodes,resulting in di erent per-
formancelevelsthat can be usedto meetdi erent application level communication
needs.

The speci cation of attribute hierarchies, data structures for routing, algorithms
for cluster formation and maintenance,aswell asrouting rules setsfor tree traversal
mode and meshtraversalmode of the hierarchiesare presened in this dissertation. It
is shavn through analysisthat signi cant gainsover broadcastschemesare achieved
in the presenceof high data disseminationrequestrates in which skewed accesyat-
terns exist. Moreover, it is shovn through analysisthat the performanceof tree
basedtraversal modes surpassesneshtraversal modesin transmissioncostsfor ad-
dressresolution in the worst scenariocase,but underperformswhen consideringthe

speedof the resolution processand the path length formed.

Vi
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Chapter 1
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Figure 1 1: Structure Health Monitoring SensorNetwork. lllustra-
tion from [1].

Tednological advancesnowadays endav smaller and smaller electronic devices
with more and more data gathering capabilities [3, 4, 5]. Coupled with networking
capacities,sud devicesform powerful collaborative information gathering systems
that becomethe remote \eyes" and \ears" of a large comnmunity of users. We call
sudh systemsSensorNetworks. Nodesin the network can sampledata and canroute
data. Data collectioncanbe performedperiodically or triggered by an external evert.
Sudth exibilit y allows researbersto obtain data with a precisionhitherto unavail-
able that will help them formulate realistic models of the physical ernvironment that

surroundsthem. Monitoring of soil conditions may increaseagricultural productiv-



ity [6]; building structural monitoring (Fig. 1 1) will increasesecurity in areasa ected
by earthquale [7]; biologists can monitor animalsin their natural habitat (Fig. 1 2)
with minimal intrusion [8], and both the environment and its resourceq9, 10| can
be monitored. The number of vehiclescrossinga busy intersection along the day
can be determined[11]; security applications can be dewelopedto perform detection
and tracking of objects (seeFig. 1 3) that erter the sensometwork eld [12 13], not
to mention noti cation of toxic chemical substancesn the ervironment [14]. Sen-
sorsattached to patients can emit alerts if any vital signsare found in an irregular
state [19. Invertory tracking can be facilitated by the presenceof small deviceg[16].
In summary, sensornetworks are bound to impact our day to day life in the future

becauseof all the applicationsthey can enable.

Figure 1 2: Habitat Monitoring Sensors.lllustration from [2].
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Figure 1 3: Intrusion Detection and Tracking
1.1 Problem Description

Sensometwork applicationshave thus far beendewveloped monolithically, i.e., sensors
are programmedand deployed for a single task, with all communication paradigms
set for one purpose. In sud systemsrarely is there a needfor addressingany el-

emen beyond the application domain, e.g., a sensorin a temperature monitoring

application needingto route data for an object tracking application. Howewer, with

the decreasingcost of the devices,and the increasingnumber of sensingcapabili-

ties a single deviceexhibits (i.e., a singlemote [4] can sensdight, relative humidity,

temperature, pressureand has a 2-axis accelerometerwith the potential of attach-

ing microphonesand, with an expansionboard [17], even videocameras),a deployed
sensometwork hasresourceghat canful Il multiple tasks.

We ervision this ability of multiple task ful lImen t asmorethan recon guring all



nodesin a singlesensometwork to perform a secondask. It involvessensometworks

deployedfor di erent applications, but which are co-locatedtogether, communicating

with ead other and cooperating together to perform a larger, previously unforeseen
task. In the sameway, it involvesa large sensornetwork deployed initially over a

wide areaallocating part of its resourcedo ful ll an unrelated task requestedafter

its initial deploymert.

Dueto this increasan both the sensingcapabilitiesof eat sensorand exibilit y in
data collectionschemes,a wide areasensometwork may becomea resourcesharedby
multiple communities acrossdiversereseart disciplines,ead having di erent data
requiremerts and di erent commnunication needs. In sud scenariosit is extremely
likely that inquiries® will arrive at high rates but very unlikely that all inquiries
needbe propagatedto the whole network (re ecting di erent areasof interest from
the usersof the sensornetwork). Ideally, inquiries should be propagatedonly to
the sensorghat possesselevant information, soasto save bandwidth and consene
energy which is a limited resourcefor battery-operated sensors[5]. Also, sensor
networks deployed at di erent timesfor di erent purposesshouldbe ableto excdhange
data betweenthem, and the underlying routing medanism should be adaptive to
support di erent application-level communication needsthat occur dueto re-tasking
of sensornetworks. Furthermore, the underlying routing medanism must be able
to scaleto a very large number of devices,which is expected for deployed sensor
networks in the future [18, 19]. Support for data-certric modelsis thus expectedfor
sud large scalenetworks, in which there is no assuranceof globally unique hardware
IDs [18, 20]. Globally unique hardware IDs are essetial in host-@ntric data routing

medanisms,in which the emphasisis in nding a speci ¢ host, and thus the needto

YInquiry is a term we useto denote a genericway to task portions of the sensornetwork with
requestsfor new typesof data with di erent performanceexpectations.



di erentiate onehost from the other. In data-entric routing, howewer, the emphasis
ison nding the data requestedandthis isindependert of the speci ¢ hostpossessing
the data. In fact, given the emphasisin locating data, and the potertial number of
sensorglevicesdeployed at any singletime being extremely large, enforcingglobally
unique hardware IDs becomesan unnecessarypurden on the manufacturers, and an
unnecessarnyfeature for routing.

The challenge and the goal of our work is then to provide a unied routing

infrastructure that can be scaledto large numbers of sensorsand that can:

O er exible naming/addressingsthemesthat can target setsof nodesin the

network dynamically basedon data trac patterns;

Support multiple nhaming/addressingsdiemesconcurrenly basedon deployed

applications' communication needs;

Dynamic support for multiple padket forwarding sdhemes,in order to support

di erent application level performancerequiremeris and;

Enableinternetworking of multiple sensometwork systemsdeployedat di erent

times.

1.2 Solution Overview

In order to achieve our goal as descriked in the previous Section, we propose rst

establishinga virtual overlay of attribute-based hierardical clusterson the network.
The hierarchy of attributes re ects cortainment relationships,with higher level clus-
ters encompassingower level clusters. The clusters of sensorsestablishedare at-
tribute equivaler, i.e., any two sensorselongingto an attribute-based cluster pos-

sessthe sameattribute value. The attributes chosenare thosethat ideally have an



a priori high probability of beinginquired, but this is not strictly necessaryWithin
ead cluster a leader (or clusterhead)is elected. Clusterheadsat di erent hierarchy
levels maintain paths to one another, and are responsible for collecting attribute
information of cluster menber nodes. This information is usedby the clusterheads
to route inquiries to relevant parts of the sensometwork, eliminating dissemination

of redundart and energyconsumptiwe tra c.

— Path of subquadrant (leaf) @ Leader for the whole network
cluster average collection @ Quadrant level cluster leader Path of cluster
e Subquadrant (leaf) cluster leader average collection

Figure 1 4: Dierent ways for obtaining averagetemperature of the
sensornetwork.

Once attribute equivalent regionshave beenestablished,clusterheadscan coor-
dinate intra- and inter-cluster data disseminationbasedon the application require-
merts. Thus part of the sensometwork that is beingtasked with an object tracking
application may have di erent routing rulesthan another part which hasbeengiven
the task of collecting soil humidity pro le. Dierent performanceexpectationsfrom
the application may alsoresultin di erent routing rules. For instance,considera grid
basedcollection of sensorclusters as depicted in the tracking application example
showvn in Fig. 1 3. If in sudh a sensor eld we wish to obtain the averagetemper-
ature, one method is to collect the cluster temperature at the leaf cluster level in
parallel and transmit the result up the hierarchy all the way to the sensorthat is

the leaderof the cluster encompassinghe whole network (right side of Fig. 1 4). If



data delay is not an issue,however, a shemethat haslessredundart transmission
is to start data collection at a corner cluster, and then route the cluster valueto one
neighbor cluster, in a zig-zagpattern, until all leaf clusters have beencovered (left
side of Fig. 1 4). Clusterheadsthus act as attribute-based routers, and can support

di erent routing rules basedon the application needs.

1.2.1 Contribution

The main cortribution in our work is the designof a singleuni ed routing infras-
tructure for sensornetworks that is exible in its naming/addressingand padet
forwarding schemes.

Our attribute-based routing sthemetracks often-inquired attributes in the form
of a hierarchy. Multiple hierarchies may be tracked simultaneously thus supporting
di erent addressingneedsof applications. In this way frequert network-wide o od-
ings to read sensorssatisfying speci ¢ attributes are avoided. Also cluster leaders
support dierent application level comnunication needsby selecting dynamically
matching routing rules. New attributes, which do not belongto any hierarchy and
for which no known path exists, may trigger an addressresolution procedure that
will read the whole network. Sud addressresolution will depend on the prevailing
routing rules, as we shall seein Chapter 5.

Componerts of our solution include a set of algorithms that createand maintain
a hierardhy of clustersin the sensornetwork that re ect a hierarchy of attributes.
The algorithms elect leaderswithin ead cluster, perform leader rotation for load
balancing and leaderrole recovery to provide fault tolerance. In addition, dynamic
addition and deletion of attributes within the hierardy is also provided, as well as
joining of subsequetly deployed sensorsto an already existing and hierarchically

clustered sensornetwork. Pseudocode for three forms of attribute basedaddress



resolution schemesare provided, of which two are for resolvingattributes within the
sameattribute hierarchy and one for resolving attributes that do not belongto the
hierarchy. The former two hasdi erent performancelevelswhen analyzedunder dif-
ferert metrics, sothey can be dynamically selectedby applicationsto meetdi erent
goals. The latter oneenablesinterconnectingtwo networksin which neither hasprior
knowledge of the other's attribute hierarchy. We provide also analysisof the costs
incurred for data disseminationwithin the hierarchy and o oding basedsdemes,as

well as performancelevel estimation of the two di erent addressresolution modes.

1.2.2 Signi cance

We showedin the beginningof this chapter how sensometworksare nding widespread
deploymert. Data disseminationin sensornetworks is an important issueas sut
networks grow in sizeand the needto consere energyby limiting redundart trans-
missionsgrow [3, 21]. Our work establishesan infrastructure, with basic routing
units (the attribute basedclusters), upon which recurrert data trac patterns can
be mappedto and usedasdestination regions. In this way over owing of data padet
transmissionsto neighboring irrelevant parts of the network is reduced.
Furthermore, the prospective of highly ubiquitous sensometworks, coupledwith
the potential diversity of the userbasein tasking the network with new and di er-
ernt sensingapplications, demand a routing infrastructure that o ers di erentiated
schemesthat vyield di erent performancelevels to meet the di erent end goals of
the applications. Otherwise, applications are prevented from reading their full po-
tential becausetheir data comnunication needs(e.g., fast propagationto neighbor
sensors)run courter to the paradigm set in the underlying routing behavior (e.g.,
hierarchical approad to facilitate data aggregation). Our solution proposesdynamic

routing schemeselectionby utilizing setsof routing rules to determine routing be-



havior. Dierent routing behavior is translated into di erent setsof routing rules,

which applications may choosedynamically to meettheir objectives.

1.3 Organization of the Dissertation

In Chapter 2 we presen examplescenariosof sensometwork applications employing
the attribute basedrouting infrastructure we propose. We discussrelated work and
badkground in Chapter 3. Our core ideas, together with algorithms, Finite State
Machines (FSM) and pseudo-cade of routing rules set are descriked in Chapter 4.
Performanceanalysisin terms of inquiry disseminationand addressresolution (and
consequen path setup) for di erent routing schemesis presened in Chapter 5. We
concludein Chapter 6 with future work directions. Appendix A cortains the pseudo-
code for the clusterformation and maintenancealgorithms, and appendix B discusses
how attributes can be e ectiv ely indexed within the sensornetwork (as opposedto

always having them presert in their string basedrepreseation).
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Chapter 2

Example Application Scenarios

In this chapter we presett someexamplesthat will highlight the properties of the
infrastructure we propose. We shov how multiple addressschemescan be reconciled
and usedby applicationsto route data betweenthem, how multiple routing rulesare
necessaryhow two networks may be interconnectedand even how non-cortainment
basedattribute hierarchiescanbe formedto respond to inquiries that are essetially

unrelated to cortainment basedlocation attributes.

2.1 Multiple Logical Domains in a Univ ersity

Considera university that deploys a campuswide re/smok e detector sensometwork
on campus. The routing architecture deployed follows an addressnaming structure
that resenbles that of the US Postal System, that is, sensorsare tagged with an
addressthat resenbles one usedwhen mailing letters, e.g.,\8 Sairt Mary's Street,
Rm 324, Boston, MA" sothat help can be immediately sent to a speci c location.
This is illustrated in Fig. 2 1, in which it is shavn the roomsof Floors 3, 4, and 5 of
\Building Number=8," \Street=Saint Marys St," \Cit y=Boston" and \State=MA."
The following hierardvy is usedfor addressesstate city street building oor

room.

While sud system makes mail delivery easy it does not help the senderwho
may want to senddata to the Chairman, ECE Department, College Of Engineering,

Boston University, Boston, MA. One advantage of the latter addressingsystemis
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Figure 2 1: Attribute hierarchy for postal systemsensordeploymert
on campus

that if ever ECE Department movesfrom 8 Saint Mary Street to say 48 Cummington
Street, the nal destination addressneed not change. Note that the addresssys-
tem usedin the latter casealso follows a \containment” hierarchy: state city
university college demrtment laboratory.

Supposethen that Boston University alsodecidesto deploy a secondcampuswide
network composedof temperature sensorscoupled with thermostats. It is decided
that the addressingsystemfor thesetemperature sensorswill follow the \Univ ersity"
system,allowing easierenforcemen of temperature settings per lab. Thus attribute
tags for the sensorsare: \Multimedia Communications Laboratory, ECE Dept, Col-
legeof Engineering,Boston University, Boston, MA".

When the secondsensornetwork is deployed, a clustering processhappensthat
forms clustersbasedon \Univ ersity,” \College," \Department" hierarchy levels, etc.
This can be seenin Fig. 2 2. The \Department=ECE" cluster coversregionsin all
three o ors,and we assumethe boundariesof \Lab" and\O ce" clustersjust follow

the physical limits of the walls that separatethem.
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Figure 2 2: Attribute hierarchy for logical administrative regionsfor
on campussensordeployment

During this cluster formation processpreviously existing attribute basedrouters
from the rst sensometwork becomeawarethat a newattribute hierarchy is beingset
(the cluster formation padet is broadcastto all sensors),and when attribute based
routers are electedfor \College," or \Department,” for instance, old \Building" or
\Flo or" attribute basedrouters becomeaware of paths to thesenew routerst. These
old attribute basedrouters respond as\College" or \Department" cluster menbers
and establishpaths amongthemselhes.

Thus when the Collegeof Engineering'ssafety inspection o ce wants to verify
that there is at least one working re/smok e detector in ead room under the ECE
departmert's administrativedomain, it sendsarequestthat is addressedo all sensors
residing in a \Room" in the \Department = ECE, College= Engineering." The

attribute basedrouter of \College = Engineering” will forward the data request

1These paths were establishedwhen the attribute basedrouter was electedin the cluster. See
Sec.4.2.1.
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to the \Department = ECE," which then forwards the requestto all the \Room"
attribute basedroutersin its domain, requestingto obtain an answer to the inquiry:
\number of re/smok e sensors."Depending on the type of routing schemeselected,
the propagationfrom \Department = ECE" to \Room" clustersmay involve higher
level hierarchy nodesin the Postal Systemhierarchy.

\Room" attribute basedrouters, upon receivingthe request, o od ead room with
requestsfor all re/smok e sensorgo report their status. Upon gathering the infor-
mation, they sendthe information badk to the \Department = ECE" router, which

will report the nal data to the \Safety Inspection O ce, Collegeof Engineering"

University Logical Postal System
Attribute Hierarchy Attribute Hierarchy
State
City

University Avenue Street

College Building Number
s Floor
/ Department \
Office Lab -7 Hallway
.4 Room
Classroom

— = Packet's traversal path through
the logical hierarchies

Figure 2 3: How padketslogically crossdi erent attribute hierarchies.

The padket traversalthrough the logical nodesin the two hierarchiesis depicted
in Figs. 23 and 2 4. The leaderof the \Department=ECE" clusteris alsoa menber
of a\Room" cluster sothe padket is sert to its \Room" leader. The padket traversal

acrosshierarchiesin a logical way is depictedin Fig. 2 3 while the padet traversal
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Figure 2 4: How padkets physically crossdi erent attribute hierar-
chies.
acrossphysical sensorsis illustrated in Fig. 24. From \Room=303" cluster leader
the padket can be propagatedto neighbor \Ro om=302" clusters,if the routing rules
setassumegpropagationon a mesh,or up the hierarchy to \Flo or" clusterleaderand
then down againto other \Room" attribute clusters,if the routing rules setassume
traversalon a tree.
In this way two sensornetworks, deployed at dierent times, and employing
di erent addresssystems,cancometo exchangeservicesand route data amongthem.
Suppose\Ro om 445" installs more re/smok e detector sensors.New applicationscan
be written for this small re/smok e sensornetwork to requesta messagee sert to
\Fire Departmert, Boston University" if an alarm goeso, despitethe fact that this
re/smok e sensometwork is connectedto the Postal addresssystem.
The hierarchy of \P ostal System"re ects location attributes. Note that attribute
hierarchiesdo not necessaryneedto re ect location attributes in order to be helpful
for routing data. The essetial aspectis that the hierarchy shouldre ect attributes

that are often inquired that presen spatial correlation. Thusif no spatial correlation
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of attributes canbe exploited (e.g., the inquiries needbe propagatedto all the nodes
in the network), then the hierarchical clustering schemeis not maintained, and a at
(i.e., all nodesbelongto the samecluster) o oding structure can be employed.

In Sec.4.2.1we discussthe possibility of dynamically maintaining attribute nodes
in the hierarchy to re ect trac patterns. In Chapter 5 we presen an analysisof the

transmissioncostsfor disseminatinginquiries in the presenceof di erent number of

attributes in a hierardy.

2.2 Applications in the Wilderness

Tree Traversal
L

Attrib
/AR
Forest @ v

/‘I
W.Q, [@)
Quadrant @ Subquadr

_8:; ;ﬁ, ;?,‘ =70 _

O subquadrant cluster leader == Direction of Fire Propagation Subquadran© /’///E ‘/_'Qp/
@ Quadrant cluster leader - - Subquadrant boundary /{?’p/fg’ i 77/7@%

Forest cluster leader N (F?i;':dram boundary > = Z
X Destroyed sensor Mesh Traversal

Figure 2 5: Sensorgdeployedin a forest

Considerthe following scenario:multi-mo dal sensorsare deployed over an areafor
climate monitoring, and are collecting averagevaluesof temperature and humidity
when suddenly re is detected. One local application, designedto detect and track
how the re propagates,is awakenedand immediately alerts neighbor sensorssothat
the re front can be detected. This scenariois depictedin Fig. 2 5.

The comnunication needsof the sensornetwork while in the rst stageof mon-
itoring averagetemperature and humidity can be thought of as hierarchical. Data

is slowly aggregatedwithin ead cluster by the cluster leaderand sert to the base
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station. Thus sensorscomrmunicate using the \T ree traversal” mode found on the
upper right side of Fig. 2 5. Howewer, the comnunication needsof the re detection
application add a new componert: the necessy for clustersto comnunicate with

neighbor clusters,sothat the re propagationcanbetrackedovertime. The way the
re propagatesis alsorecordedand this information is spreadto cortiguous clusters,
asin the event of a re there is no guarartee that the top hierarchical leader has
survived the re. This situation is also depicted in Fig. 25, in which the sensor
which plays the role of Forestleader,aswell asQuadrant SouthWestleaderhasbeen
destroyed by the re. If the tree traversalhierarchical mode is the only communica-
tion mode, then other quadrart leaderswould not be able to detectthe re in time.

Howewer, by using the \Mesh traversal" mode (lower right side of Fig. 25) at the
lowest level of the attribute hierarchy (Subquadrart clusters), sensorsare able to

spreadthe alarm and cortinue detecting the re front.

The example above illustrates how di erent applications may require di erent
communication patterns. It isde nitely possible,giventhe sensorsare multimodal [4]
that other applications are also presen, e.g., wildlife tracking (needsto be able to
communicate with neighboring sensors,to alert them of the tracked object, and
needsto be ableto sendloggeddata bad to basestation), which would further drive
the needfor a common,yet exible routing infrastructure. In Sec.4.3.4we preseft
pseudo-cde for two attribute hierarchy traversalmodes. Thesetwo modesresult in
di erent padet forwarding patterns which can be selectedby applications basedon
their needs(e.qg., faster responsefrom destination sensoror lesstransmissioncostin

resolvingunknown attribute basedaddress).
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Figure 2 6: Connectingtwo sensornetwork applications

2.3 Interconnecting Tw o Sensor Network Applications

We repeat here the two example sensornetwork applications from Sec. 2.1 and
Sec. 2.2 and considerthe medanismsthrough which they can exdange informa-
tion with oneanother.

Suppose messagesnust be sert from the habitat monitoring application to a
speci ¢ lab in the University campus but the sensorcollecting data has no path
to the university. Then initial path setup for messageexchangedbetweenthe two
sensornetwork applications may be accomplishedn either one of the following two

options:

The two applications have a common application attribute, i.e., the forest
sensometwork application hasa higher attribute, e.g.,\'city" attribute, shovn
in dashedlines in Fig. 26. In this case\forest" cluster leaderswill simply

submit messagesert for \Multimedia CommunicationsLab, ECE Departmert,
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Collegeof Engineering, Boston University, Boston, MA" to their \city" level
cluster leaders. Oncethe messageayetsto \city" level, path resolution can be
nished by goingoncemore up (to \state") and them comingdown (\cit y" !

\state" ! \city") or simply be propagatedat \city" level until the intended

\cit y" clusteris found (\cit y" ! \city").

The two applications have no commonhigher level attributes, i.e., \F orest" is
the highestlevel attribute for the network deployed for habitat and re alarm
monitoring. In this casethe top level \F orest” cluster will maintain paths to
neighboring sensometworks. Oncemessage$o \Multimedia Communications
Lab, ECE Departmert, College of Engineering, Boston University, Boston,
MA" read the \Forest" leader, if no known path exists, the messagewill be
sert to all adjacen neighboring clusters, until it reacdesa cluster leaderwith

matching lower level attributes (\F orest" ! \state").

By clustering sensorsinto hierarchical attribute equivalert regionswe avoid ad-
dressresolution at the sensorlevel, but perform addressresolution hierarchically,
starting at the highestcluster level rst, and proceedinglevel by level until reading
the sensorlevel. We leverageinformation gathered by cluster leadersduring the
cluster formation processto minimize the need for transmission ead time a new
inquiry with a di erent destination attribute set is issued. An addressresolution
sthemethat operatesat the sensorlevel would be a o oding medanism, in which
messagesgre propagatedto eat and every sensorin the network. In Chapter 5 we

study performancecomparisonof di erent addressresolution sthemes.
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Figure 2 7: Great Duck Island and two deployed sensornetworks

2.4 Other Examples

Sofar we have presened examplesthat exploit location basedattributes that sat-
is ed cortainment basedrelationships. How would inquiries that are not explicitly
basedon cortainment attributes be implemerted in this infrastructure? To address
this issue,we considerinquiries that are tasked to sensorsin a habitat monitoring
application (e.g., in Great Duck Island [22]). Hypothetically, let two networks be
deployed at di erent points in time. The rst, depicted at the certer of Fig. 27,
shows an on-the-groundnetwork of temperature sensorswhile the second,depicted
at the right of Fig. 2 7, shows an in-the-nest network of temperature sensorsthat
monitor the behavior of the birds in the island.

Assumethat all sensorscan commnunicate with one another, and the set of com-
mon attributes with which they have beentaggedinclude location and the sensing

capabilities of moisture, temperature and light. For \on-the-ground” sensorsnoise
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level and wind direction and intensity can be sensedwhile for \in-the-nest" sensors
occupancyof i adult birds or j eggsor chicks can be determined. Supposefurther

that the list below represem inquiries that might be posedto the network:

Occupancyof the nests: whenis a bird presen?

What is the di erence betweenthe nesttemperature and the ambient temper-

ature?
When do birds leave their nests?
Do birds foragein the rain or other bad weather?

Alert remote locations when signi cant evert occurs: an egg hatches, a bird

leavesor arrivesat a nest, etc.;
Capture state (weather etc.) whena bird exits or erters the nest;

Correlated everts: time that 50% of birds have left the nestto forage.

Sinceall sensorscan comnmunicate with ead other, the resultant sensornetwork
we work with is composedof the addition of the two initially deployed networks.
This resultant network can be seenin the two mapsof the sensorsn the island that
are shown right next to the attribute hierarchy in Fig. 2 8.

The inquiries listed do not depend explicitly on location basedattributes that
belongto a hierarchy satisfying containment relationships. Howeer, in that list of
inquiries, we can detect somethat depend solely on onetype of sensor(e.g. relating
to the attributes within the nest), and inquiries that depend on the collaboration of
closerange sensorge.g. inquiries that relate the behavior of the birds to the state
of the island outside of the nests). This \close range” condition is in fact an implicit

location basedattribute that tasked sensorsmust fulll. Thus a proposedattribute



21

Island

Ground (3-hop)

Nest within
Other Nest 1 hop to

Ground sensor

i~ " Formed 3-hop Ground Clusters [ ] 1Nr$§'é S(SPOSUOI’IS 2ggsvgirtshir

Figure 2 8: Attribute Hierarchy for Queriesto Great Duck Island
sensornetwork
hierarchy must include a condition that allows sensorsthat satisfy the proximity
attribute to be formed.

One sud attribute hierarchy is proposedin the certer of Fig. 28. In it \in-
the-nest" sensorsare subordinated to \on-the-ground" sensors,while the latter is
bounded by a hop court quali er. Since\on-the-ground" attribute extendsto the
wholeisland, only by giving a hop court quali er will we form multiple clusters(this
is provisionedin our algorithm as describted in Sec.4.2.1). The clustersformed can
be seenin the left sideto the attribute hierarchy in Fig. 2 8. Sensorghat satisfy \in-
the-nest" and \within-1-hop-to-Ground-sensor" then form their own clusters(mostly
of one memnber only). If a subordinate \in-the-nest" sensor nds itself surrounded
by other non-\on-the-ground” sensorsthen it will becomeleader of a \other-nest"
cluster. In the right sideto the attribute hierarchy in Fig. 2 8 we show the \in-the-
nest" sensorssurroundedby \on-the-ground" sensorswithin one hop.

With these clustersformed, then the inquiries on the left side of Table 2.1 can
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be simply posedto the \in-the-nest" sensorgwhich encompasseboth \other-nest"
and \within-1-hop-to-Ground”). Inquiries will rst be sert to the leadersof \on-

the-ground" cluster leaders, and passedon to the appropriate lower level cluster
leaders. Sensorswith the appropriate answers will respond to their cluster leaders
and thesewill be sert badk through \on-the-ground" cluster leaders. Intra-cluster
processingby leadersof \within-1-hop-to-Ground-sensors" clustersis performedfor

the inquiries listed on the right side of Table 2.1, beforethe answers are aggregated
at \on-the-ground"” cluster leadersand sen bad to the leaderof the \Island" cluster.

Table 2.1: Inquiries Addressedto \In-the-nest" Sensors
| To all \in-the-nest" | To \Within-1-hop-to-Ground" |

Occupancyof the nests: when is
a bird presen?

When do birds leave their nest?

Alert remote locations when sig-
nicant ewert occurs: an egg
hatches, a bird leaves or arrives

What is the dierence between
the nesttemperature and the am-
bient temperature?

Do birds forage in the rain or
other bad weather?

Capture state (weather etc.)
when a bird exits or eners the
nest;

at a nest, etc.;

Correlated everts: time that 50%
of birds have left the nestto for-
age.

As can be seen,it is de nitely possibleto extend the attribute hierarchy con-
cept to non-cortainment basedlocation attribute hierarchies. The processhowever
is more elaborate and involvesde ning spatially correlatedrelationships (not neces-
sarily containment) that will allow data propagation to take place more easily In
this dissertation we focus on enabling attribute basedrouting for attribute hierar-

chiesthat are location basedor spatially correlatedwith cortainment and adjacency
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relationshipsclearly de ned.

A vehicular network will bene t from cortinuousadjacert attribute valueregions
(i.e., \I-93N") when propagating information, sothat data padets will not be dis-
seminatednor collectedfrom irrelevant regions,i.e., data padkets will not ow to nor
from \I-95N" during an intersection.

We have shown in this chapter how our infrastructure can be applied to facilitate
deployment of sensornetwork applications under various scenarios. In the next

chapter we will give the badground and related work of our researt topic.
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Chapter 3

Background and Related Work

Di usion algorithms have been proposedas the underlying routing medanism for
sensornetworks [18, 23 24]. In diusion, data sinks subscrile to receive data by
o oding their interest to the whole network. The interest would carry desiredat-
tributes of the data, suc astype, periodicity, location, etc. The o oding establishes
agradiert eld (an inverted routing tree rooted at the node) for the data of interest.
Sensorgeceivinginterestsbut have no matching data storethis interestand rebroad-
castit, if receivingit for the rst time. Thosesensorswhich do have matching data
reply, broadcastingtheir data to local neighbors. Neighbor nodesthat receiwe data
ched their list of received interests. If there is a match, the data is forwarded badk
through the gradiert eld. Data then may read the sink through multiple paths.
The data sink will then reinforce(positively or negatively) certain paths accordingto
someoptimality criteria (least latency, energyof the nodesalongthe path, etc.) [25.
In-network processingand data aggregationcantake placeat nodesin which di erent
sourcepaths meet. This emphasison in-network processingis the major distinction
betweenDirected Di usion and Declarative Routing Protocol medanisms|[19, 24].
Di usion medanismsare simple, robust, localized, form paths in which data ag-
gregationor in-network processingnodesmay be elected,and is data-certric, in that
the \destination" of data padketsis not any speci ¢ host per sebut hoststhat satisfy
certain attributes. But since communication energy expenditures dominate in sen-

sor devices[3, 21], o oding of intereststo the whole network can be very expensiwe,
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especially if there is a large user basethat spansacrossmultiple disciplinary elds
issuing many varied interests. We shav a theoretical cost estimation in Chapter 5.
Modi cations to the basicdi usion algorithm have beenproposed[26, 27], in which
data sourcegnay actively pushdata to data sinks, or hybrid caseqattempting a mid-
dle rendezwus for data sourceand data sink paths). The underlying dissemination
medanismis still a network-wide o oding.

In order to reducethe redundart transmissionof padets, location information
is exploredin order to direct how data can be routed. Greedy Perimeter Stateless
Routing (GPSR) [28] and Geographicaland Energy Aware Routing (GEAR) [29] are
two examplesof geographicabasedrouting. Both assumean initial greedyapproadc
to route data basedon location information. GPSR routes data around holes (re-
gionsin which the current node is geographicallythe closestto the destination node
but the next hop link would needto goto a geographicallymore distant node { this
basically meansthe greedyalgorithm doesnot work) by traversingalongthe perime-
ter region of the hole, while GEAR usesa learning algorithm that propagateshigher
costsaround holes,sothat later padkets will be automatically routed around holes.
Trajectory BasedForwarding (TBF) [3(Q] speci es trajectoriesthat data can follow.
Two Tier Data Dissemination(TTDD) [31] hasdata sourcesbuild uniform grids of
data disseminationnodes. TTDD's main emphasisis in e cien tly supporting sink
mobility. In their schemethe spaceis subdivided into uniform squares(a \grid" of
data disseminationnodesis built from the data source)and data sinks o od their
interestsinside the square. When an interest padket reachesa node on the grid, it
is propagatedalong the grid to the source,at which point data are sent bad to the
sink. Content BasedMulticast (CBM) [32] hasa similar approad to a hybrid model
of Di usion, in which data sinks pull data from a speci ed region of interest, and

data sourcespush data to a speci ed region in which information is relevant (e.g.,
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sensorsdetecting a target moving eastvard may push alarm data further towards
easternparts of the network). Rumor Routing [33] establishespaths to ewerts by
employing agerts, which are padketswith ahigh TTL eld, that are propagatedfrom
node to node, leaving information on obsened events. Queriesare also propagated
in the sameway, and data are sert badk when there is a rendezwus of two paths.
While theseschemesdo not rely on network wide o odings, most [28, 29, 30, 32, 3]]
needthe presenceof location servicesto operate, and their addressingschemeis in-
dependen of the applications they support. In other words, a data sink must know
a priori the regionto which sendthe data request[28, 29, 30, 32]. TTDD is focused
on supporting sink mobility, and doesnot support inquiries that requestsdata from
sameattribute regions. Rumor routing likewisedoes not o er direct support for
gueriesthat requestdata from regionsof sensors.In the schemesabove there is no
exploitation of potertial spatial correlation of sensordata to forward and request
padets.

Including sensordata to help the routing processcan be found in [34, 35, 36, 37].
In [34] sensorsare clusteredand the clusterheadqueriescluster menbersregardingan
obsened evert until the information it possessesatis es a threshold value according
to a utilit y metric. Requestsfor the evert are forwarded basedon the gradiert levels
establishedby the information utilit y metric. This work is a generalizedapproad to
di usion, in which information utilit y metric valuesreplacesthe simpler hop-court-
to-sourcegradiert eld. It is not clear if the utilit y metric function can be easily
generalizedo route di erent queriesfor multiple everts. Work in [35 discussesvays
to route data whendata are spatially correlated. It usesa correlationindex to deter-
mine the optimal one level cluster sizeto aggregatedata. Our clustering approad
is similar, but we extend hierarchiesto include potential multiple levelsand propose

explicit discreteregionsfor the correlation index (equal attributes yield correlation
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value of 1, while di erent attributes yield correlation index of 0). ACQUIRE [36]
proposesa query propagation schemein which the sensorreceivinga query perform
a d-hop look-aheadto seeif there is information that can answer the query. If not
the query is then propagated (through Random Walk or other medanism). The
authors do not proposelaying a foundational routing medanism, but attempt to
exploit potential data redundancyin the network to answer queries.

Our work closelyresentles Semarnic Routing Trees(SRT) [37]. SRT proposes
overlaying a tree on the sensornetwork, in which sensordrack the value of a single
attribute. Parernt sensorsknow the value range of the attribute of all of its descen-
dant sensorsand forward queriesto a child only if it and its descendats cananswer
the query. A generalizedapproad to cortent basednetworking is CBCB (Com-
bined Broadcastand Content-Basedrouting) [38. CBCB assumeghe existenceof a
broadcastlayer that readesall nodesin the network. In [38 nodesbroadcasttheir
predicates, i.e., a set of constraints over the attributes, along the broadcasttree.
Matching data is attracted and forwardedto the nodesissuingthe predicates. Nodes
along the broadcasttree track the predicatesissuedand only forward relevant data
that hasbeenrequested.Our work doesnot attempt to track query routing at every
node in the network, instead, we form attribute equivalert clusters of sensorsand
usetheseclustersto route queriesto relevant sensors.By changinghow sud clusters
are formed, i.e., by adding or removing speci ¢ nodesin the attribute hierarchy, we
candeterminethe granularity of cortrol we desirein the query propagationand thus
achieve higher gains by avoiding redundart trac in the network. In addition, we
seekto enableinternetworking of di erent sensometwork systemsthat are employing
di erent addressnaming and/or routing sdhemes.

Semaittics basedquery routing has beenstudied by the Peer-to-Peer (P2P) net-
work community [39, 40, 41]. A taxonomy for \content" network is described at [42).
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Work in [40] proposesclustering nodes together (i.e., adding logical edges)based
on cortent similarity, while [39 suggeststhat nodesin the network should \learn
about" the corntents of other nodesin the network so that queriesmay be more
e ciently forwarded. In particular, [41] o ers an ontology-basedsolution to what
content similarity may mean, by o ering a matching processthat involves a con-
cept/content's \name," \attributes" and \relationships." As can be seen,overlay
P2P networks have the exibilit y of exploiting dynamic changesto the network
topology by adding/removing logical links. The papers above seemto assumea
static knowledgerepresetation system,i.e., a cortent categorizationsystem,an on-
tology, etc., that is static. The problem they try to solve can roughly be stated as:
given that there is this knowledge system, how to form networks/forward queries
sudh that a quarti able metric (e.g. latency) is minimized. Semaric Web Services
and other semartic basedservices[43, 44, 45 often focus on how to specify ser-
vices through di erent languages[46, 47, 48], without special considerationto the
underlying routing medanism. Our proposal focus the problem on a di erent per-
spective, given the network of nodeswith their locations, data attributes available
and a inquiry forwarding process,how do we enableforming the categorizationsys-
tem (say a attribute hierarchy) that will minimize a quarti able metric (again, e.g.,
data latency). Our work can be seenas laying the foundation for the dewelopmern
of semaunic routing in sensornetworks. Establishmen of attribute clustersis useful
to implemert semaric routing [49. The attribute equivalert regionsbuilt can also
be usedin resourceexposuresdhemesasthosefound in [50. In addition to that, we
o er application level cortrol of routing behavior through routing rules.

The advantagesof being ableto selectthe routing protocol at run-time have been
pointed out by the active network community [51]. Work in [52] proposesencapsulat-

ing padketsin SAPF (Simple Active Padket Format) headerswhich carry indicators
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to an active node's FIB (Forwarding Information Base), guiding padket forwarding
behavior at run-time. The routing exampleshown in [52] is tree based. In [53] the
authors proposean overlay schemethat allows active nodesto coexist with passiwe
nodes. The active nodestrack comnunication paths to eat other reactively. Our
work shownvs how dynamic routing protocol selectioncan be implemerted in attribute
clusteredWSNETs. We show the routing rulesand the performanceanalysisfor both
the tree and the meshtraversalmodes. Furthermore, we shov how the changingden-
sity of \activ e routers” (in our caseattribute basedrouters or cluster leaders)in the
network, achieved through changingthe number of levelsin the attribute hierarchy,
a ects the expected performanceof the two routing schemes.

Many clustering algorithms have beenproposedin the literature [54, 55, 56, 57,
58, 18 59. Work in [54] selectsclusterheadsbasedon node ID, while [55] proposes
forming clustersbasedon link quality. Clustering is proposedin both casesto pro-
vide scalability and serviceguarartees. Admission cortrol and bandwidth allocation
are all performedwithin the cluster. Amis et al. [56] proposean election algorithm
that choosesclusterheadsn sud a way that theseform a dominating set. Moreover,
nodesare guararteedto be at most d hopsaway from a clusterhead. McDonald and
Znati [6Q] proposeto form clustersin order to o er probabilistic bounds on path
availability. The path availability model is built on top of a mobility model that is
preserted in the samepaper. Banerjeeand Khuller [57] proposedalgorithms that
form and maintain a hierarchical set of clustersunder mobility. The clustersformed
satisfy certain designobjectives, sud as nodes belongingto a constart number of
clusters at one hierarchy level, low overlap betweentwo clusters, etc. Ramadan-
dran et al. [58 proposealgorithms that form star shaped clusters at a pre-de ned
maximum size,with the Bluetooth [61] model in mind. Estrin et al. [18] proposed

a clustering medianismthat can ensurebi-directional link connectivity for nodesin
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the network. Ghiasi et al. [59] proposean optimal k-clustering algorithm for sensor
networks, in which k clusterheadsare selectedand the clusters are balanced. It is
shown that this problem s solved optimally using min-cost network o w.

The clustering algorithms above attempt formation of clustersthat satisfy certain
invariant properties(leadershavelowestID), commnunication metrics (link quality, bi-
connectivity) or topological properties (maximum cluster radius, balancedclusters,
path availability, etc). Our algorithms form clustersthat re ect possibletrac pat-
terns. By tying attributes that are relevant to inquiries posedto the sensormetwork
to the overlaid cluster structure, we are establishingclustersthat re ect application
level communication needsrather than network level topological criteria.

The designof clustering algorithms that satisfy application level communication
needscan alsobe found in [62, 63, 64]. Clusterheadsin LEACH (Low Energy Adap-
tive Clustering Hierarchy [62]) and HEED (Hybrid Energy-E cien t Distributed Clus-
tering [63)) areall electedthrough a randomizedalgorithm which guararteesthat the
role of being a clusterheadis sharedby all available nodes. HEED speci cally uses
residual energyin clusterheadelection. Bandyopadhyay and Coyle [64] usestochas-
tic geometryto derive an expressionfor the communication cost of cluster members
to the clusterhead. From this expressionthe cluster radius and the probability of a
node becominga clusterheadis obtained. Our work di ers from the above in that
there is no support in the clustering algorithms (or architectures) above to exploit
biasedcommunication patterns in sensometworks, which we believe will be evidert
if a large sensornetwork becomesa sharedresource. In cortrast, our clustering al-
gorithm hasprovision for insertion and removal of cluster levelsthat can exploit the
biasedpatterns of inquiry trac and thus achieve higher savings.

This capacily to exploit trac patterns through hierarchy levels to minimize

energyexpenditure, and the absenceof the necessi of GPS-basedgeograply coor-
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dinates are the distinguishing marks of our work with respect to DataSpace[65] and

SINA (Sensorinformation Networking Architecture [66]). DataSpace[65] is a gen-
eralized geographical(using GPS coordinates) basedrouting architecture that can

support querying and monitoring of objects in the DataSpace. It useshierarchical

data cubes(which represem 3D regionsin space)and directory servicesn data cubes
to adhieve its goals. There is no discussionof any speci ¢ \clustering” medanism
per se,for objects wishing to belongto DataSpaceregisterwith the directory service
of the data cube it is in. Clustering and attribute-based naming are both mertioned

in SINA, howewer, the clustering algorithm is not tied to the attributes of sensors,
and is proposedonly to facilitate scalableoperations.

Becauseour work supports delivering queriesto relevant regions of the net-
work, this can be seenascomplemetary to data-ceriric storageapproades,suc as
GHT (GeographicHash Tables)[67], DIMENSIONS [68], DIFS (Distributed Index
of Featuresin Sensornetworks) [69], DIM (Distributed Index of Multi-dimensional
data) [70] and Fractionally Cascadedinformation (FCI) [71]. GHT proposesusing
a hash function that producesgeographicalcoordinates once given a key. Sensors
nearestto the coordinates store the key-value pair. Structured replication is used
to avoid any node becominga hotspot due to the high frequencyof a key's occur-
rence.In DIM the hashfunction acceptsasinput multiple attributes (i.e., supports
multi-dimensional data), and the closerthe attribute valuesof the input, the closer
the outputs of the hash function are in geographicalcoordinates. DIFS proposes
establishing a hierardhy in the network, in which root nodes track the narrowest
rangeof attribute valuesover the largestspatial coverage,while leaf nodestrack the
widest range of attribute valuesover the smallest spatial coverage. This construc-
tion allows load balancingover index nodesand supports range queriesaswell. Our

approad establisheshierarchies within the network and summariesof information
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sothat queriesmay be routed to wherethe sensorscortaining the information are.
Data is stored in the sensorsdetecting the evert and not moved (nor replicated) in
other sensors.

DIMENSIONS [68] advocatesaggregatingdata hierarchically by clusterheadsand
using wavelet transforms to produce multi-resolution views of the network. Thus a
qguery that did not require full resolution view of the data could be answered at a
higher hierardhy level. Gao et al. [71] makesa similar argumen and proposethat
sensorsshould only know a fraction of the information from distant parts of the
network. They partition the network by using a quadtree structure, in which the
root node is a squarecovering the whole network and the leaf node is a squarere-
gion cortaining one sensor. Sensorswithin a node share information with sensors
in sibling nodes. The required information (such as maximum temperature within
the four nodes)is then forwarded to the parent node. Thus every sensorknows of
the maximum temperature of the squareregions(nodesin the quadtree)it belongs
to, all the way up to the root node. In this structured format, queriesare bounded
in complexity, asthe authors show in their paper. In the two schemesabove clus-
ters form independerily of the content of the sensorsor the frequencyand \shape"
of queried regions. In cortrast, our clusters are formed essetially basedon the
attributes queriedand relevant regions.

Work in [72,73,74,50,75]arerelatedto programmingsensometworks. Welsh[50]
descrikes a region based comnunication programming primitiv e that allows pro-
grammersto treat regionsas single abstractions. Theseregionsmay be de ned by
connectivity, location or other properties of the nodes (i.e., they are marked by an
ontology of attributes). The routing processin our architecture canbene t from the
expressienessof the abstractionsabove and implemert more e cien t routing rules.

SensorWre [72, 73] and Mate provide generalframeworks that allow mobile code to
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be shipped and executedon remote sensornodes. Work in [75] proposesa frame-
work on which routing servicescan be built. It de nes tunable state information,
programmable state-collectingmodule and programmabledata-forwarding module,
written basedon code from a sharedlibrary. Our attribute basedrouting scheme
can be built on top of this framework.

We have shawvn in this chapter various badkground work related to clustering
algorithms and the ways in which our work di ers, improves or simpli es the ap-
proachestakento adapt to sensornetworks. Our chief cortribution is in the uni ed
approad to routing for sensornetworks, in which the routing elemens (attribute
basedclusters) can be dynamically adjusted to match incoming tra c, and routing
behavior (routing rules set) can be changedto support application level comnunica-
tion needs.In the next chapter we o er an in-depth presertation of the componerts

of our solution.
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Chapter 4

An Attribute Based Routing Scheme For
Wireless Sensor Net works

In this sectionwe descrike the variouselemerts of our proposedsolution and methods
to evaluate their performance.We rst start by describingour designphilosophy and
the insights from previousreseart work that guidedin our design. The we proceed
to descrike the two parts that are the foundation of our work: the algorithms that
establishan hierarchical set of clustersin the network, which becomethe units for
routing in our framework, followed by the speci cation of data structuresand routing
rules that allow dynamic behavior changein the way a padket may traversethe
attribute hierarchy. We will next proceedto describe routing in sensometworks and
our designphilosophy.

Routing is concernedwith delivering information from a sourcehost to a desti-
nation host accurately and within expected performancebounds. The information
starts at the sourcehost and owsthrough a nite sequencef hostsuntil it reathes
the destination host. Any two consecutie hostsin the sequencere neighbors and
the resulting sequenceof links is called a path (or route) betweensourceand desti-
nation. If there is no path betweenany two hostsin the network, then the network
is partitioned.

To establish commnunication between sourceand destination these elemens are

necessary:a referencesystemwith speci ¢ namesby which sourceand destination
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identify themsehesand the elemetts in the spacein which they exist; and the knowl-
edgeneededto traversethe spacethat separateshe sourcefrom the destination.

This knowledgeitself can be certralized, in which caseit can be located in the
source (e.g., source basedrouting), or can be bound with the information (e.g.,
agert like delivery system);or it canbe distributed, sothat speci ¢ spots in between
the sourceand destination are selectedto forward padkets appropriately, in other
words, to establishroutersin the network. Certralized approatesdo not scalewell.
Binding too much information with the data (in agen like schemes)incurs in higher
transmissioncosts,sincethe agent itself needsbe propagatedin addition to the data.
This arguesagainsttheir deploymert in sensornetworks, sinceenergyis a resource
that must be usedsparingly.

In the designof our routing architecture, we choseto distribute the knowledgeof
network traversalfrom sourceto destination to multiple selectednodes. That is, we
choosespeci ¢ routers within the network that receiwe the task of delivering data.
In this way the stored knowledge neededto deliver data is also distributed, which
scalesbetter with increasingnetwork size,and assigningthis role dynamically enable
load balancing among sensorsin the network. In the next subsectionswe describe

our designdecisionsand functionality speci cations of our routing scheme.

4.1 Design

When designingrouting sdhemes,one important questionis to considerhow infor-
mation exists within the network, and how requestsfor sud information are made.
Information can be represeted by data sets, and requestsfor information can be
seenasa set of points of interest, in which ead point of interest mapsto at leastone
data set. Each point of interest has assaiated with it an accesgprobability, which

represets the frequencyin which the community of userslooksfor that information.
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Data setsmay exist replicated within di erent hostsin the network.

Packet A

E?@

Packet

Figure 4 1: Data and Routing in Networks

In the past routing algorithms focusedon readiing a speci ¢ host. This paradigm
can be justied whenthe hostsare few when comparedwith existing data sets,that
is, many data setswere mapped to a relatively few hosts. This is illustrated in the
top part of Fig. 41, in which the padket sert by A wants to reac hosts B, C or
D, which possesghe data A desires.With the advernt of sensornetworks, however,
there is a reversalon the numberson ead side. With the decreasingcost of sensors,
it is envisioned that many physical phenomenawill be monitored through network
of sensorsthat is, sensorssamplethe samephenomenonrat di erent points in space
and time (thus intrinsic to sensorapplications is the notion of location and relative
time). Thesesensoroften collect highly correlatedor even samedata values. Under
such circumstances, nding a speci ¢ host is not as essetial as nding the desired
data, for sud data may be replicated in many hosts. This corverse situation is
illustrated in the bottom part of Fig. 4 1, in which the data A desiresis storedin all

but a few hosts.



37

It is possibleto implemert data-ceriric approadesto routing that emphasizes
nding the valuesof detectedevents (e.g. DIM [7(], DIFS [69)). In suc systemsthe
location wherethe events occur is not asrelevant asthe fact that a speci ed event
occurred. In our designwe propose foundational support for inquiries of evens
in which the location of the ewvert is not disassaiated with the event itself (seethe
examplesin Chapter 2). Having decidedto support location attributes in our routing
stheme,we next de ne how addressableunits can be formed in our infrastructure.

Considerthat in the sensornetwork N attributes exist. Usersmay inquire data
basedon any combination of the N attributes. Sensorsan the network that match
the attributes requestedare the intendedtarget of the inquiries. Eac attribute can
thus be seenas one dimensionin a N dimensionalspace. In Fig. 4 2 illustrates an
exampleof two dimensionalspace,in which the two attributes existert in the sensor
network is the location of the sensorat quadrart level, and the type of sensorbeing
deployed. Note that while the two dimensionalspacerepresen all possibleinquiry
space,somepoints in that data spacemay not nd a matching sensorin the real

world, and any inquiries to those points will simply be dropped.

¥ sw sg Quadrani

O No sensor meets attributes
Sensors deployed over a Forest @ Attributes met

Figure 4 2. Sensometwork supporting a two dimensionaldata space

Givenan N dimensionaldata space,the set of possible(i.e., inquiries that may
nd matching sensorswvhich will respond to sud inquiries) attribute basedaddresses

in the network will be formed by the collection of all possiblecombination of data
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points, from 1 data point to all the data points in the space. In Fig. 4 3 we show
examplesof a few attribute basedaddresseghat are formed basedon the two di-
mensionaldata set of Fig. 4 2. The address\Quadrant=SE, Type=Humidity" is an
exampleof an addressbasedon 1 data point, while the \Quadrant=All, Type=All"

addressis an exampleof an addressfor the whole data points.

» Address: "Quadrant=All, Type=Temperature'

> Address: "Quadrant=SE, Type=Humidity"

> Address: "Quadrant=SE or SW, Type=All"

> Address: "Quadrant=All, Type=All"

Figure 4 3: Addressesn a sensometwork supporting the two dimen-
sional data space

Eadh addresswill have asseiated a frequencyof access.Consideringthat the user
baseof sensometworks will be from various discipline elds, the frequencyof access
is likely to be skewed. That is, not all inquiries needto read all sensors.We can,
therefore, exploit the accesspattern sothat popular addressesill be easily found
within the network. In our work we provide an infrastructure that forms virtual
clustersin the network that represem possibleaddressedrom the N dimensional
data space. Di erent groups of data points will induce the formation of di erent
structures in the network. One exampleis shavn in Fig. 4 4, in which the choice of
addressingall sensorsin the network lead to the formation of a \F orest" attribute;
addressingtwo cortiguous quadrarts lead to the formation of the \Sector" and the
addressingof a single quadrart lead to \Quadrant." In our selectionof attributes,
having them satisfy containment relationships, i.e., Quadrant  Sector Forest,
facilitate the guidance of inquiries to specic parts of the network. While it is
possibleto support non-cortainment related attributes (as showvn in Section 2.4),

in this dissertation we describe work that enableformation of corntainment related
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virtual clustersin the sensornetwork.

Nw NE sw s Quadrant

Address: "Quadrant=All" ————————> Forest

Address: "Quadrant=SW or SE*= Address:"Sector=S"— Sector

—— Address: "Quadrant=SE" —— Quadrant

Figure 4 4: Addressesn a sensometwork translated into a hierarchy
of attributes

Giventhe hierarchy of attributes, shavn in the rightmost part of Fig. 4 4 inquiries
addressedo the Forest attribute would be distributed to the whole network, while
inquiries to a Sector would be delivered to only 1=2 and inquiries to a Quadrant
would be deliveredto only 1=4" of the original network.

Now that the addressableunits of our infrastructure have beendetermined, we
turn to the processin which padets are forwarded within the hierarchical set. Con-
sider Fig. 45 (is the sameasFig. 1 4 but shovn herefor easierviewing). As stated

in Section 1.2, di erent applications may benet from di erent ways of processing

data.
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— Path of subquadrant (leaf) @ Leader for the whole network
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e Subquadrant (leaf) cluster leader' average collectior

Figure 4 5: Dierent ways for obtaining averagetemperature of the
sensornetwork.

The challengeis then to incorporate into our routing infrastructure elemerts
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that can changethe behavior of padket processingduring deploymert time at the
requestof applications that are being deployed. The designchoice we selectedis by
the utilization of routing rules set, and have the routing agert interpret the rules
set. Using sets of rules to change routing behavior is more lightweight in terms
of transmission cost than, for instance, sendingmobile ageris. By giving a set of
functions that invoke lower level processingcapabilities, routing rules can be written
to changepadket processingrom the left sideof Fig. 4 5 to the right sideof Fig. 1 4.

In Section4.2we descrike how virtual attribute hierarchiesare speci ed and how
the clustering medanism take place within the sensornetwork and we follow in
Section4.3 with a description of the rules basedrouting properties in our scheme,

together with pseudo-cde for three routing rules set.

4.2 Attribute Based Clustering

Becausemost sensorsin a sensornetwork are intended to monitor phenomenaand
report results elsewherethey can be collectively modeled as a large spatially dis-
tributed database[65, 76]. Examplesof inquiries (information requests)that might

be posedinclude:

How many nestsin the northeast section of the forest currently have birds in

them?

What is the averagetemperature in the laboratoriesin the basemen of building

10?

Detect congestionin the intersectionof Main and Broadway and cortrol tra c

lights to relieve the congestion.

What is the frequencyof vibration at 12:007?
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If we relied on data o oding to disseminatethe inquiries within the sensornet-
work, all sensoravould be a ected wheneer a newinquiry wereposedto the network,
which can be energyine cien t. In order to achieve savzings in communication costs,
we proposeclustering the sensorsaccordingto attributes that are meaningfulto the
inquiries and that can be exploited to reduce unnecessarntra c, in other words,
attributes that encompassegionsof sensornetworks which possesgiata that are
often queried. One candidatethat ful lls the requiremerts is to establishhierarchies
of attributes that are location based,and in which upper level hierarchies cortain
lower level hierarchies. By location we mean attributes that are spatially related
and by containment we imply that sensordhat sharea commonlower level attribute
automatically shareall upper level hierarchy attributes.

We choosethe location attribute asthe clusteringcriterion for seeral reasons:(1)
location attributes are generalenoughto be usedin most ervironmernts (e.g., we can
de ne \geographical section” clusters for sensorscovering a national park, \ro om"
clustersinside a building, etc.); (2) hierarchiescanalsobe easilybuilt (room floor

building, etc.); (3) the cortainment of lower level clusters by higher level ones
allows us ner cortrol over the selectionof sensorghat will receiw an inquiry; and
(4) it is easierto implemert adaptive schemeswhich go badk and forth betweenpure
o oding schemes,which is the sameashaving only onecluster cortaining all sensors,
and hierarchically clustered schemes,depending on the dynamic cost e ectiveness
analysis.

In the presenceof thesehierardhical clusters,lower level clusterheadscollect clus-
ter menber information into \catalogs" and sendthem to their upper level clus-
terheads. When inquiries arrive, they are processedand relayed by the top level
clusterheadto the lower level clusterheadsaccordingto the cataloginformation pos-

sessed.Only when the inquiries arrive at the relevant clustersare they o oded to
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all the sensorsin the clusters. Sud location basedcortainment hierarchies map
themselhes naturally to many scenarios(buildings, geographicalareas)and can be
represerted asdirected acyclic graphs(DAGS), as can be seenfrom the examplesin
Fig. 4 6. We call suth DAGs Containment-DAGs or C-DAGs for short and we refer

to thesecontainment basedattribute hierarchies Containment Hierarchiesor CH for

short.
[Building] [Forest] [Town] [Country]
[Neighborhood]
[Floor] [Section] [House] [Coast]
G
[Corridor] [Room] [Tree] [Garden] [State]
[Buoy] [Weather-
@ [Closet] [Nest] @ ) [Root] /" balloon]
O O 0O O 0 0 O
Temperature Humidity Motion  Chemical Temperature Pressure

Figure 4 6: Examplesof Attribute Containment Hierarchies

In Fig. 4 6 we show three examplesof containment DAGs (C-DAGs). Nodesin
black represem attributes that are relevant for usersof the sensornetwork. White
boxesrepresen typesof data that canbe collectedby deployed sensors.Thusthe left-
most C-DAG canbe usedto collectinformation regardingtemperature and humidity
conditions in a building, while the rightmost C-DAG can be usedfor temperature
and pressuresensorsmonitoring weather conditions along the coast. In the certer
C-DAG of Fig. 4 6 we showv an exampleof two attribute hierarchies(for \F orest" and
for \T own") that have a commonrelevant attribute (\T ree"). In the gure, sensors
with the sameroom number automatically sharethe same o or number. Sensorsn
the samegardenhave to be in the sameneighborhood.

Our work appliesmainly to static or almost static sensometworks, asrepreserted

by habitat, trac or structural integrity monitoring applications [7, 8, 11], and by
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sensometwork elds deployedfor target classi cation and tracking [13]. It is possible
to support non-location basedclusters(e.g., sensordelongingto the same\family™)

by forming initially alocation-basedattribute hierarchy and establishingregistration
and update medanismsto cope with physical distance and/or mobility. This is

however resened for future work. We presen next our clustering algorithm.

4.2.1 Algorithms for Cluster Formation and Main tenance

The algorithms we deweloped form same-attribute clusterswith one clusterheadand
rotate the clusterheadfunctionality amongcluster members. Rotating clusterheadis
a load balancingmedanismto avoid energydepletion of a singledevicethat carries
the role of clusterhead, since clusterheadsare called to perform more functions,
e.g., inquiry forwarding, than a cluster menber. Sinceinquiry forwarding within

the cluster hierarchy takesplace betweenclusterheadsthis rotation medanismalso
avoids depleting energy along a path between clusterheads. Becauseof the higher
processingactivity demands,deviceswith higher energy levels are selectedin the
rotation process.

Clusterheadswill also gather information regarding their cluster menbers so as
to be ableto decidewhetherto o od or drop inquiries that reat them. Cluster sizes
are constrainedwhene\er possible,soasto avoid managingdisproportionately large
clusters. Unicast routesare establishedamongadjacert level clusterheadsn the pro-
cessto facilitate any future information exchange. In addition the algorithms detect
and recover from clusterheadfailures and support dynamic menbership updates, ef-
fectively allowing dynamic C-DAG updates at the node level (i.e., the containment
relationshipsmay adapt to the typesof inquiries during deployment). Speci c parts

of the algorithms are presettied below.
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) . . Receives CLUST_FORM
Receives CLUST_FORMpacket with suitable /D packet with no suitable
leader information. Resend leader information or above
CLUST_FORMpacket. maximum hop threshold. Sta
Candidacy timer.

Receives CLUST_FORM

packet. Resen€CLUST_FORM

if it contains more suitable Candidacy timer
leader information. time-out. Send
CLUST_FORMwith
self as leader.

CLUSTER
MEMBER Receives CLUST_FORM
packet with more suitable

leader information. Resends
CLUST_FORMpacket.
CLUSTER

LEADER

Receives CLUST_FORM
packet with less suitable
leader information.

Figure 4 7: Finite State Machine for cluster formation

Cluster Formation

We proposea modi ed clustering algorithm called leader algorithm in [77] to form
clusters(thus we will call clusterheadscluster leadersinterchangeably)by attribute

valuesand potertially limited by hop-coun. Fig. 4 7 descrikesthe nite state ma-
chine of our cluster formation algorithm. For clarity's sake, the nite state madines
from Fig. 47 to Fig. 4 12 do not contain stepsthat handle catalog collection and
exdange, sincethese are not essetial for understandingthe clustering aspects of
the algorithms. All cluster formation decisionsare localized and all clusters across
all hierarchy levelsare formedin one network-wide o oding. This o oding is part of
the maintenancecost which is independen of the inquiry arrival rate, and which is
usedto setup the virtual infrastructure that helps achieving communication gains
as inquiries are forwarded to targeted areas. Our cluster formation algorithm is

summarizedas follows:

Onedevice(e.g., a base-statior) starts the clustering processby broadcastinga

clusterformation padket CLUSTFORMDeviceswhich hearthis padet wait for an



45

amourt of time which is basedon their energylevels[18]. The speci ¢ waiting
period is given by a function which is composedof two parts: a deterministic
part which inverselyre ects the energylevel of the sensorsummedto arandom
variable distributed uniformly between( T,;Ty). Assuming discrete energy
levelsi, in which energylevel i < i + 1, the deterministic part of the function

generateswaiting times T;, T; > Tj;+1, andwhich T, T+ > 2T,,.

The devicewith shortestwaiting time generatesarandomnumberto be usedas
cluster ID and broadcastsits candidacypadet rst. Leadercandidateswhich
hear sud a broadcastcanceltheir timers and rebroadcastthe higher energy
leader'scandidacypadket with hop count increasedby one. Ties are broken by
deterministic methods (i.e., lowest id). The samepadkets received more than

onceare dropped.

Deviceswhich had selectedleadersbut which hear more suitable leadercandi-

dates switch leadersand rebroadcastthe new leader'scandidacy padet.

When a device hearsa cluster formation padet from a neighbor devicewhich
has a di er ent attribute value in oneof its CH levels (e.g., sensor23in room
445 hearsfrom a sensorin room 442), it will try to becomea leadercandidate
of the regionwith new attribute value and new cluster ID (sensor23 becomes

leadercandidate for room 445).

Deviceskeeptrack of the hop count to the leaderthey are selectingand the
neighbor devicesthrough which they heard the padket. If it exceedsa pre-
de ned CH level thresholdvalue,then the devicewill becomea leadercandidate
and form a new cluster within the sameattribute value region (thus room 445
may have more than one cluster). We call this hop-court basednew cluster

formation.
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Cluster leadersat the lowest CH level wait for a time before o oding (within

the cluster) a requestfor cluster member information from its members. All

clusterleaderswait atime-out period (proportional to the cluster hop-threshold
number, collectany member related information into a \catalog" and forward a
summary of the information they collectedto their higher level leader. This is
sothat top level leaderscan make informed decisionson whetherto forward or
drop an arriving inquiry. The time-out period is setinitially to a default value,
which is up to the designengineerdeploying the network. Sensorsreceiving
the rst requestfor cataloginformation track their hop distanceto the leader
(hy), and know the maximum cluster hop radius (hmax ). Thus they wait for a
period of time proportional to hnax  h; before sendingtheir information up-
stream towards the cluster leader. If in the meartime they receiwe any cluster
menber information which is downstream from the cluster leader, this infor-
mation is aggregatedwith their own and sert afterward upstream. Leaders
collect the maximum cluster hop radius information, and during subsequenh
rotation times, this information is transmitted together with the catalog col-
lection padet, making the collection of cataloginformation fasterif the cluster

radius is smaller than the maximum allowed.
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Figure 4 8: Cluster Formation Process.
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Note that clustering happenssimultaneouslyacrossall CH levels. Thus our clus-
tering sdheme requires only one network-wide broadcast for the formation of the
clustersat all CH levels. Although we apply node energylevel as an attribute for
leader selection, this is is not intrinsic to the algorithm and is not limiting. Any
function of a sensor'sattributes (e.g., sensordocating with a speci ¢ area,node ID,
etc) can be usedfor leadershipcandidacy The hop-count basednew cluster forma-
tion rule is overridden when there is attribute changein a lower level CH value. If
there is no lower level, then new clusters may be formed as soon as the hop-court
limit is readed. This is to avoid having di erent clustersin the sameroom answer

to di erent o or leaders.

[ Room =1 [ Room = 2 [Room = 3][Room = 4]

Entry point for quen

Sensors

Building leader

Floor leader

Room leader

Y Room cluster

"7+ Floor cluster

[ Room =1 [Room = 21IRoom = 311 Room =4 1

Figure 4 9: Attribute Containment basedClustering.

We shav an example of our clustering algorithm in Fig. 48 and 4 9. Cluster
formation starts from node A, which electsitself as building, o or, and room leader
(top left of Fig. 48). When it broadcaststhe cluster formation padet, node M
acceptsA's building leadership,but noticesthat the padket camefrom a di erent
o or and room, and electsitself as leader of its o or and its room (top right of
Fig. 4 8). Upon M's broadcast,node O acceptsM's o or leadership,but keepsits

own room leadershipcandidacyand eventually becomesoom leader(bottom left of
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Fig. 4 8). Node S acceptsleadershipfrom A and M, cancelingany candidacytimers
it may have. As cluster formation padet propagates,new room clustersare formed
(bottom right of Fig. 4 8) if the rooms are large (e.g., rooms 1 and 2 on o or 3)
but sincedi erent o or clusters cannot be formed in the sameroom, there is only
one o or clusteron oor 2. On oor 1, nodesG and H both broadcasttheir o or
candidacycloseto oneanother, but G is the \most suitable" leaderbecausewne used
the lowest id function astie breaker (bottom right of Fig. 4 8). Node H remained
room leaderbecauseof the hop distance betweenitself and G. The building cluster
encompassin@ll sensorshas not beenshown for sake of clarity. At the end of the

cluster formation process.the clustersformed are showvn in Fig. 4 9).

Cluster Leader Rotation

Rotation  timer time-out.
Send NEW_LEADERacket
with self as leader. Restart

Rotation.
Receives NEW_LEADERacket O

with more suitable leader
information. Resend

Receives NEW_LEADER NEW_LEADER.
packet. Restart Rotation
timer. Q
CLUSTER / U
Receives NEW_LEADEI
packet with less suitable

CLUSTER
LEADER

MEMBER

Rotation  timer time-out. leader information.
Send NEW_LEADERacket
) with self as leader.
Receives NEW_LEADERacket.

Resend if it contains more
suitable leader information.

Figure 4 10: Finite State Machine for leaderrotation

Leaderrotation avoids singledevicesfrom being completely energy-depleteddue
to their burden in the clusterheadrole. The samecluster ID that was generated
during cluster formation time is kept throughout deployment period of the sensor

network. The rotation period is adjusted accordingto the frequency of inquiries
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arriving at the cluster and to the leader'slevel in the hierarchy level (higher level

leadersrotate less). The stepsin our algorithm are:

1. After a certain time-out interval, the sensorwith the highestenergyleft in the
cluster o ods the cluster announcingits leadershipcandidacy establishinga

routing tree rooted at itself;

2. If multiple candidaciesare heard, the \most suitable" (determined through a

localizeddecision)is selected;

3. The old leader, upon time-out, unicastsits catalog information to the newly
electedleadervia the routing tree, and the new leader sendsan catalog infor-
mation update to its higher level leader. This update establishesthe unicast

route from the new leaderto the higher level leader.

Fig. 4 10 shons the nite state madine of the rotation algorithm with the char-
acteristicslisted above.

Higher level leadersthat are aware of repeatedinquiriesto popular lower level CH
instances(e.g., the o or leaderrepeatedly gets requeststo room 445) may appoint
as its successoma sensorin the lower level CH instance. This can be adieved by
o oding the cluster beforethe expectedtime out, inhibiting sensorsot in the lower
level CH instancefrom sendingcandidacypadkets (only sensordrom room 445would

time-out and sendcandidacy padets).

Cluster Recovery Algorithms

Cluster leaderssendperiodic LEADERLIVEmessageso its k-hop neighbors (k being
a tunable parameter of the algorithm). Theseneighbors also keepa copy of what-
ewver information the clusterleaderis maintaining. The neighbor which detectscluster

leaderfailure o ods the cluster identifying itself as\in terim leader” (seeFig. 4 11)
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LeaderAlive  timer time-out.
Send LEADER_ALIVE
packet. Restart

LeaderAlive.
Receives LEADER_INTERIM packet O

with more suitable leader information.
Resend LEADER_INTERIM.

Receives LEADER_ALIVE
packet. Restart LeaderUpdate
timer. Q
CLUSTER // U
MEMBER Receives LEADER_INTERIV
packet with less suitable

LeaderUpdate timer time-out. leader information.
Send LEADER_INTERIM

packet with self as leader.

CLUSTER
LEADER

Receives LEADER_INTERIM
packet. Resend if it contains more
suitable leader information.

Figure 4 11: Finite State Machine for LEADERLIVEpadet exdhange

with k-hop neighbors
and a rotation medanism follows. Cluster menber failures do not trigger any re-
covery medanisms,for we assumethe sensornetwork to be denseenough,in which
individual sensorfailures do not impair cluster related functions and properties.

If the network is not large or not denseenough, then peer monitoring among
same-attribute leadersmay be necessaryto recover from partitions in the attribute
value region. For example, considerthe casein which a sensorin room 445 fails
and breaksone cluster into two partitions, but both are reatable through sensors
along the corridor. In theseinstances,the partition without a leader will detect
soon that no leaderrotation padkets have traversedit. After a xed time-out value
plus a random interval of time one of the sensordan the partition will broadcastan
attribute-limited cluster formation padet and leader candidacy padket, attempting
to form a new cluster. After the new leader is establishedit will collect catalog

information from its menbersand cortact its immediately higher level leader.
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Cluster Join and CH Update Algorithms

Newly deployedsensorswill attempt to join the neighboring clustersthat rst answers
the join request (this is the default have the sameattribute values. They do so
by broadcastinga requestfor membership padket. If no answer is received for n
suth broadcasts(ead broadcastwill be separatedby a period of time which is of
exponertially increasinginterval length) then the sensorremains isolated and will
cluster only when a cluster formation padet arrives. Thus all initial sensorsare
isolated until \triggered” by an external signal from their base-station as described

previously

Receives CLUSTER_INFO

packet with no suitable
Receives CLUSTER_INFO/NEW_CLUSTER /D Ieadgr information or above
packet with suitable leader maximum hop threshold. Sta
information. NewCluster timer.

O NewCluster timer time-out.

SendsJOIN_CLUSTERpacket. Send NEW_CLUSTEpacket
After thresholdtimes, start with self as leader.
NewCluster timer.

Receives JOIN_CLUSTER
packet. Send suitable
CLUSTER_INFOpacket

if possible. Q
Receives NEW_CLUSTER Receives JOIN_CLUSTER

packet with more suitable packet. Send suitable

leader information /) CLUSTER_INFO
. packet if possible.

Receives

NEW_CLUSTERacket.

Resend if it contains

more suitable leader O

information. Receives NEW_CLUSTER

packet with less suitable
leader information

Figure 4 12: Finite State Machine for joining existing clusters

CLUSTER
MEMBER

CLUSTER
LEADER

Howeer, if there are clusteredsensorsnearhy, they will answer the menbership
requestby sendingtheir CH instanceinformation, aswell as all of their CH cluster
information. The new sensormay join the closestclustered network (at ead CH
level), if attributes match, or may attempt to form a new cluster. Fig. 4 12 shows

the nite state madine for cluster join and update algorithms. In casea join is
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performed, catalog-relatedinformation is forwardedto its leader.

This medanism e ectiv ely supports dynamic CH updates That is, given an at-
tribute hierarchy, avirtual overlay of hierarchical clusterscanbe formedand changed
during deployment to re ect changesto the hierarchy. If we update the hierarchy by
adding an attribute node, then sensorsreceivingthe CH update are e ectiv ely the
sameas newly deployed sensorswhich do not have a cluster leader (in that level)
but which are in an already deployed network. Thesesensorswill requestmenber-
ship but will receiwe cluster information without any matching CH level instance,
at which point they will group themsehestogether and elect new leaders. These
new leaderswill cortact (potentially through o oding the higher level cluster) their
higher level leadersand lower level leaders(if existert) and re-establishthe unicast
communication architecture amongadjacert level clusterheads.

To complete our discussionof dynamic CH updates, note that the removal of
a level doesnot a ect any menber, since sensorskept all information for all CH
levels. They simply erasethe information regardingthat level. Leadersof the level
below the removed one sendcatalog update information to leaderstwo levelsup in
the old CH (such paths were formed when the higher level leaderswere elected). In
the next sectionwe shav how padkets can be routed within the hierarchy, and path

maintenanceissues.

4.2.2 Routing Between Cluster Leaders

Cluster leadersfrom adjacert hierarchy levelsmaintain pathsto eat other. When a
padket is unicast, nodesalong the path overhearthe next hop neighbor rebroadcast
the padket before consideringthe padet delivered. If the rebroadcastfrom the
downstream neighbor is not overheard, the current node will perform a local hop-

restricted ood to nd a new downstream neighbor to the nal destination node.
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Figure 4 13: Creation and Maintenanceof Unicast Routes between

Cluster Leaders
The path maintenanceis illustrated in Fig. 4 13. In that gure we canseethat A, B,
C and D are cluster leadersat the secondlevel in the hierarchy, and they are at the
root of arouting tree that spansall sensorsn their clusters(paths shavn for cluster|
only). The routing treeswereformed through an intra-cluster o oding (at that level
in the hierardvy) at the time they becameleaders. Thus A, B, C and D are also
able to keepunicast routes to their top level leaderL. When leadershipin cluster
Il rotates from B to B® the latter doesnot needto discover a route to L because
it already had one sincethe time L becametop leader. The route from L to BCis
establishedwhen the latter cortacts the former with catalog update information. If
a sensor'spath to its leaderbecomedisrupted due to an intermediate node failure
(Z), local repair will be attempted (Z contacts its neighbor P), sinceall sensorsn
a cluster have a path to the correspnding cluster leader.

Inquiries arriving at a node are directed to its cluster leader, which will for-
ward the inquiry basedon the cortents of its catalog. This processis illustrated in
Fig. 4 14. The gure is the logical represemation of the clusteredsdhemecorrespmpnd-
ing to Fig. 4 9. Supposean inquiry arrivedto A to be sert to ffloor=1, room=1.
A cheds its catalog information and forwards the inquiry to G, sinceall clusters

in room 1 belongto G. If A had no knowledgeof its child cluster's properties, the
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Figure 4 14: Inquiry Routing in C-DAG instances.

inquiry would have been forwarded to all child cluster leaders(G, J, M, Q and
A). Likewise,if an inquiry is received by N regarding f floor=3, room=2), when
the inquiry readhesM, M can redirect the inquiry directly to O and P. Note that
becausenquiries do not crosscluster boundaries,an inquiry that readiesO will not
be forwardedto P and vice-versa.

Having laid down the foundations of establishinga virtual hierarchy of clusters
in the network, in the following sectionswe will presen infra-structure to support
routing rules set that dictate how padets are delivered in the network (like the
behavior exemplied by Fig. 4 14) which yield di erent performancelevels. The
di erent performancelevels can be selectedby applications to match their higher

level objectives.

4.3 Rules Based Routing in Clustered WSNET

Routing behavior in the large scalecan be determinedby how incoming padets are
processed.In our infrastructure we usesetsof rulesthat guide padket behavior based
on the existing overlaid attribute hierarchy. Rulesare interpreted, and rules setscan
be supported concurrerily sothat ead application may forward padkets basedon
the application requiremerns. In the following sectionswe shov the componerts of

our solution, which include the speci cation of addressnamesin the routing rules,
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the data structures usedto track routing information, and the pseudo-cde for three

setsof routing rules set.

4.3.1 Naming

Address namesin our routing stheme are composed of a sequenceof attributes.
Attributes possessiame, type and value. Attribute namesare speci ed as strings.
The default type for all attributes is string, unlessotherwise speci ed. Additional
possibletypesare char, short, integer, oat and double. If the type is an char, then
the value is stored in one byte. Two bytes for short, 4 for int and oat and 8 for
double. String values are stored in an array of chars, with a special termination
character like C strings.

We assumethat sensorsthat are deployed are tagged with location basedat-
tributes that are relevant to the usersof the sensornetwork. That is, usersselect
theseattributes in their inquiries. Theselocation-basedattributes canbe asspecic
as GPS coordinates or can be as genericas Quadrant, Sulguadant, etc.

Attributes areonly well-de ned in the cortext of an attribute hierarchy. Attribute
hierarchiesare represeted via a C-DAG speci ed through a le, and brings with it a
list of all attribute namesand their respective types,togetherwith possiblevaluesfor
ead attribute. In addition, containment relationships and adjacencyrelationships
are clearly de ned for attribute namesand attribute values,respectively. This means
that giventwo attribute names,we must be able to tell whether oneis cortained in
the other (e.g.,subquadrart  quadrart, GPS X coordinate 6 GPSY coordinate).
Likewise, given two attribute values (e.g., \NorthEast" and \NorthW est"), when
queried, \NorthEast" IsAdjacentTo \NorthW est" returns true. Seeappendix B for
more details.

A hash function (such as MD5 or SHA) generatesa messageadigest for the le
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specifying the attribute hierarchy that is used as the identi er for this hierarchy.
When sendinginformation padets, sensorsattach the hierarchy's identi er together
with the set of attributes that form the address. The order of appearanceof the
attributes in an addressis relevant: most encompassingattributes (higher in the

hierarchy) appear rst.

4.3.2 Clustering

Catalog Catalog
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Figure 4 15: Cluster Equivalency

It is assumedthat sensorsin the network will be clustered according to the
attribute nodesde ned in a C-DAG, asdescrikedin Sec.4.2. Sensorshouldthus be
separatedinto attribute equivalert clusters,asshowvn in the bottom part of Fig. 4 15,
with the leadersrepreseting ead cluster (top part of Fig. 4 15) as depicted by the
C-DAG.

Due to the broadcastnature of the clustering formation protocol, sensorsknow
whether they are \b order” cluster sensorgqthat is, they are within range of a sensor
that belongsto another cluster) or not. Border cluster sensorswill overhearthe
broadcastof a neighbor that selectsa di erent leader, if their neighbor belongsto

the sameattribute hierarchy, or the retransmissionof the original cluster formation
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padet in which the senderspeci cally ags as not belongingto any cluster in the
hierarchy beingformed. In sud transmissionthe senderusually alsotransmits infor-
mation about the clustersof the hierardhy to which it belongs. Thus border cluster
sensorsare able to inform their cluster leadersof adjacen cluster's attributes. In
Fig. 4 15 the adjacencyrelationships are represeted by dark lines connectingthe
cluster leaders.

Sensorsthat resideon the path betweenborder cluster sensorsand the cluster
leaderlearnaroute to the attribute regionrepreseted by the adjacen cluster. Other
routes that sensorsmay learn include paths to their cluster leaders (information
obtained during cluster formation time), and occasionallypaths to clustersa sensor
is not a member of (this information is usually learnt whenthe sensoiriesin the path
that a lower level cluster leaderusedto sendcataloginformation to an upper level
cluster leader). Sensorsstore thesepath information in a routing table structure we

descrile next.

4.3.3 Routing Information Storage

The data structure we useto storerouting information is better viewed ascomposed
of three parts: the rst part is composedof graph structures represeting known
attribute hierarchies and which is indexed by the hierarchy iderti ers. The second
part lists attributes which have beenreceiwed (i.e., found in a padcket) yet whose
attribute hierardhy is unknown. The third part lists current menbership clustersthe
sensoris part of, and routing information to cluster menbers. For simplicity we will

refer this three-part structure as routing table, even though it is not technically a

table.
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Figure 4 16: Graph Structure of an Attribute Hierarchy for Routing.
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The graph structures are DAGs, and ead node represems an attribute in the
hierarchy. Within the node we list all attribute valuesthat have beenseenby the
current node, and track clustersthat possesshosevalues,listing their clusterheads,
hop distanceto the clusterhead,next-hop neighbor to read that cluster, and reported
adjacen clusters.

In Fig. 4 16 an attribute hierarchy, as tracked within the routing table, is rep-
reserted. The hierardhy itself is tracked through an attribute hierarchy ID. This
ID is de ned at the deploymert time. Eacd rectangular table represems a node in
the hierarchy. The top rectangular table is the root node of the hierarchy. Since
ead node in the attribute hierarchy represeis an attribute, we needto track both
the attribute name and existing attribute values. The name of the root node in
Fig. 4 16 is represeted in the graph with \A ttribute Name 1." Possiblevaluesfor
\A ttribute Name 1" rangefrom Value(1; 1) to Value(1; M 1). For Value(1;1) there
may exist A clustersin the network that match the attribute value. Each one s
tracked, together with the cluster ID, cluster leaderID, next-hop neighbor to reath
the cluster leader, hop-coun to cluster leader, and any reported adjacen clusters.
For ead potential value of \A ttribute Name 1" this information is alsotracked. The
\Containment" arrows link two nodes,so\A ttribute Name?2" and \A ttribute Name
3" are nodesin the attribute hierarchy that are cortained by \A ttribute Name 1."
This meansthat for every cluster with an attribute valuethat isin \A ttribute Name
1," there may exist clustersin it with valuesassaiated with \A ttribute Name 2."
The way we track it in the routing table is to assaiate with eat possiblevalue of
the parert node a setwith all possiblevaluesof the child node. This is represeted
by the arrowslinking Value(1; 1) and Value(1; M 1) to their respective row of values
in \A ttribute Name?2" (Value(2; 1) to Value(2; M 2)) and \A ttribute Name 3" (only

the rst value of the row in \A ttribute Name 3" is represeted). Individual clusters
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represeting a parert node track those clusters of a child node individually. These
are the dashedarrows that link \Cluster ID(1,1,1)" under Value(1; 1) in \A ttribute

Name 1" to the clustersin the rst row of valuesin \A ttribute Name 2" and the
arrow linking \Cluster ID(1,M1,1)" to \Cluster ID(2,M2,H)."

Thusin this rst part, known instances(i.e., clusterswith matching attributes)
of nodesin the attribute hierarchy are tracked, together with their containment and
adjacencyrelationships. Sincemultiple clustersmay exist, ead is also tracked with
respectto the clusterleaderlD and clusterID. Becauseof the rotation processgcluster

leader D may changeoften, yet the cluster ID should remain constart throughout

deploymert time.
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Figure 4 17: Structuresto Index Padkets Received Without Attribute
Hierarchy.

The secondpart of the routing table is composedof two more data structures.
The rst one brings with it the attribute name-\alue pairs found in a padet, the
neighbor through which the padet was received, the hop-distanceto the original
senderand the time received. We can seethe represetation of this rst structure in
Fig. 4 17(a). The leftmost column indexesthe number of padets with distinct list
of attribute name-\alue pairs, and eat elemen in the column tracks the next-hop
neighbor from which the padket was received, the hop court to the original sender,

time received and the list of attribute name-\alue pairs. The secondstructure stores
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the attributes seenin a padet individually, and indexesa seriesof ertries from the
rst table from which specic valuescan be found. In Fig. 4 17(b) the leftmost
column is a list of individual attribute names. Each attribute name tracks all the
possiblevaluesseen(Attr Val(1,1) to Attr Val (X11,Y11)), togetherwith the indices
of padketsin the rst structure in which the value appeared(Attr Val(1,1) appeared
in paketsfl, ..., E(1,1)g, Attr Val (X11,Y11) appearedin padkets f1(X11,Y11), ...,
E(X11,Y11)g, etc.). Entries in thesetwo tables are deleted after a time-out period.
That is, sensorghat do not identify which hierarchiesthey belongto arenot assumed

to have relevancein the long term deploymen of the sensoretwork.

App Cluster ID 1 | Member 1 Name HAttr Name (1,1) ‘Attr Val (1,1) ‘- --‘ Attr Name (1,N1) ‘Attr Val (1,N1) ‘ ‘ Next-Hop 1 ‘ Hop Count 1

Member M Name || Attr Name (M,1) | Attr Val (M,1) |e e | Attr Name (M,NM) | Attr Val (M,NM) Next-Hop M | Hop Count M
App Cluster ID 2 | Member 1 Name || Attr Name (1,1) | Attr Val (1,1) |e e e| Attr Name (1,N1) | Attr Val (1,N1) Next-Hop 1

Hop Count 1

Figure 4 18: Structure to Track Application Cluster Routing Infor-
mation.

The third part of the routing table is usedfor tracking routing information within
application clusters. It is indexed by the Application cluster ID, followed by its
cluster members' names,a list of attribute name-\alue pairs that ead member must
match, the next hop neighbor and the hop court to read the menber. This can
be seenin Fig. 4 18. Application clusters should be small in nature, and a at
table structure is resened to track routing information. If a hierarchical approad is
required, it should be implemerted at the application level.

As we can see, sensorsstore only a next-hop value for an attribute value re-
gion. Every sensorin the network is essetially a distributed routing knowledge
storagepoint. When senderdgransmit padketsto a destination and include their own

attribute hierarchy identi ers and attribute lists, they are essenally distributing
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hop-by-hop information on how to be readed to the sensorsalong the way. In the
examplesabove either the senderis essetially announcingitself to nearby sensors
and thus forming paths to itself (in the caseof cluster formation), or the senderis
already aware of paths to the destination (in the adjacencyinformation update and
the catalog update cases).We discussin the next sectionissuesin routing padets

for which a path to the destination may not be known.

4.3.4 Rules-Based Routing

In our proposedframework the routing processis an interpreted oneand behavior is
de ned by routing rules. Rulessetsare trackedthrough IDs (speci ed at deploymert
time) and are classi ed accordingto whether they are independen of any specic

application:

Application Independert - application independen sets are default routing
rulessetthat areeither presen in the nodesbeforedeploymert or is propagated
at cluster formation time. Nodesmay hold di erent application independent
setssimultaneously If an application needsto invoke other set of routing rules
for padet processingjt must indicate soby adding a routing rule setidenti er

in the padket header. If the requestedrouting rule set is not present in the
node, then default routing behavior is adopted. Identi ers for theserules set

may be pre-de ned strings or numeric IDs.

Application Dependen - applications may bring with them their own set of
routing rules, though, and thesemay be changeddynamically. If applications
do not require changeof routing rules at all nodesin the network, but only on
a small subset,then they may requestforming a small cluster for this purpose.
Nodesthat becomemenbersof sud cluster either must possesshe samerout-

ing rule setor requestthe setfrom the cluster leader. Clustersformed with the
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purposeof changing routing rules are called application clusters. Nodes may
changemembership status of application clustersat will. Application clusters
are establishedthrough modi ed (simpler) versionsof the attribute basedhi-
erardical clustering algorithms. Members of the application cluster are given
\names," that is, a string that identi es a particular setof attribute name-value
pairs. Nodesmatching the set assumethe \name" given. Thus ewven in appli-
cation clustersthe identi cation of cluster menbers is attribute based. The
purposeof theseclustersis just to enabledi erent comnunication patterns for
a small subsetof nodes,and thus no inherert support existsfor managinghigh
numbers of members. There is no limitation on the possiblenumber of mem-
bers, but a singlecluster with many menberswill have signi cant performance

degradation.

By setting routing as an interpreted process,we allow dynamic con guration of
nodesto support di erent comnmunication patterns and thus meetdi erent comnu-
nication needsfrom the various applications that sharethe network. It should be
noticed that when a path exists (e.g., that connectsa sensorto its cluster leader),
and sensorsalong the path are aware of the destination, then a data padet would
be merely forwarded along the path. It is essetially when a destination address
is not known, that it then needsbe \resolved," i.e., a set of sensorswith matching
attributes must be found. Dependingon the addressresolution stheme,the resulting
path will be di erent, and yield di erent performanceresults.

We presen default routing rules (that can be usedfor addressresolution) that
mimic well known algorithms for routing in meshes[78 and trees [79 (seeAlg. 1
and 2). We beliewe that supplying thesebasic routing algorithms and at the same
time giving more lower level cortrol of the routing functionality is the bestapproat

for WSNET application dewelopmen. Dewvelopers may come up with their own
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routing rule set and thesemay be re-usedby other application dewelopers.

We assumethat the routing processwill read from a con guration le and store
the routing rules. Changesto the routing rules may be implemerted as soon as
the changesare madeif the underlying host OS supports signaling. Otherwise the
application must wait until the routing processbecomesware of the changeshrough

its periodic cheking of the le status.

Rules Ead rule in our rules basedrouting is composedof two parts: (1) a con-
ditional statemen and (2) an action statemen. If the conditions speci ed are true,

then the action is carried out. Otherwise,the following rule in the rule setis chedked.
If no conditional statemern turns out true after goingthrough all the rules, the padcket
is simply dropped. Our rules basedapproad essetially imposesa priority scheme
over possiblenext-hop destinations. Each conditional statemeri de nes a subsetof
all possibleincoming padet states, and ead action statemert essetially de nes a
possiblenext-hop destination. Thus the order in which the rules are placed within

the rule setre ects the priority assignedo ead possible\state-destination" assaia-
tion. Ideally, the rst rule in the rule setshouldre ect the most commonapplicable
rule in the network. Becauseof this \condition-action" separation,the rule set can
actually be descriked by a seriesof if-then-else statemerts.

We shav here two sets of routing rules as example of application independen
routing rules set. The rst is to route padets within the sameattribute hierarchy
and the secondto route betweendi erent attribute hieraraies.

Within the Attribute Hierarc hy When sendingpadets within the samehi-
erardty, sensorsmay follow an algorithm like Algorithm 1. A sensorreceiving a
padket initially cheds whetherthe destination addressmatchesa known routing en-

try (Lines9 and 10- in this paragraphall Line referencesre with respectto Alg. 1).
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If the sensoritself belongsto the region satisfying the attributes sough, then the
padet is o oded (Line 12). If there is a routing entry E matching the destination
addressand the padet was not received from the neighbor to which the padket need
be sert to readh E, then the padet can be forwarded to that neighbor. Otherwise,
the information stored in the sensor'srouting enry probably is outdated and the
destination addressshould be treated as unknown (after Line 15. If the sensoris a
cluster leader, and the padket with an unknown destination addresscamefrom the
parernt cluster leader(Lines 16 and 17), then the padet is forwardedto any children
clustersthat have at least partially matched attributes, that is, there is no known
attribute in the child cluster that hasa di erent value than the valuesspeci ed in
the destination address(Line 19). If no sud child cluster exist, then the padet is
dropped. If the padket did not comefrom a parert clusterleaderthen the padket may
be (1) forwardedto a higher level leader(Line 24) if there are attributes further up
in the hierarchy that needsbe resoled; (2) sent bad to children clustersthat have
fuller matcheswith the destination attributes, assumingall the attributes from the
root node to the current leaderlevel are matched (Line 27) or (3) dropped, if neither
of the two prior conditions can be satis ed (Line 29). Condition (2) above is correct
becauseat cluster formation time all cluster leadersunder the sameparern instance
know of eath other. Thus, if a padket is destinedto \Building=PHO, Floor=3,"
then if a packet reathesa cluster leaderfor \Building=PHO, Floor=3", this padcket
can be forwardedto all \Flo or=3" clusters(Line 26). In this way any attribute that
needbe resolhed under \Building, Floor" can be resoled at lower level clusters.
The Mesh traversal algorithm (Alg. 2), unlike the Tree traversal (Alg. 1) one,
drops padets that have beenseenbefore(Line 8 in Alg. 2). In the tree traversal,
unknown destination padckets may be sert to higher level cluster leaders(Line 24 of

Alg. 1), and thesemay eventually forward the padets badk (Line 27 of Alg. 1). The
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Meshtraversalalgorithm forwards padkets of unresohed attributes to neighbor clus-
ters (Line 21in Alg. 2). Notice the di erent approat ead routing rule establishes
on resolvingunknown addresseswhile in the tree casethe padets are forwarded up
the hierardy level, in the meshthe padets are simply spreadtowards other adjacert
clusters. Thesetwo resolution modesalso characterizethe intrinsic comnunication
pattern ead rules set supports. Sensornetworks that are deployed for di erent ap-
plications will bene t from being able to support switching betweenthe two modes,
aswe will shav in the next chapter.

Full knowledgeof how to route padets basedon the attributes speci ed is only
possiblein the presenceof an attribute hierarchy. The attribute hierarchy brings
information on all possibleattribute namesand values, as well as containment and
adjacencyrelationships. Thereforewith the full knowledgeof the attribute hierarchy
a sensomot only knows whetherthe attributes sough canbe satis ed, but alsohow
to forward a padet to the appropriate regionsto nd suitable sensors.The root node
of the attribute hierarchy must have full knowledgeof the ertire attribute hierarchy.

Between Attribute Hierarc hies Routing padets betweentwo sensometwork
applications may happen in two ways, (A) the two applications share the same
geographicspace that is, either two sensometworks have beendeployed at the same
location, or two applicationsare sharingthe samesensorspr (B) the two applications
are separatedby one or more sensornetwork in-between.

In case(A) above, sincethe two sensometworksarein the samegeographiaegion,
any cluster formation padket or newleaderpadket from oneapplication will be stored
by the sensorand the information sharedby the other. Applications becomethus
mutually aware of ead other's attribute hierarchies and can route padets between
them.

Howewer, to have a priori knowledge of the attribute hierarchy is not always
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feasible,especially in the case(B) above, whenwe are connectingtwo sensometworks

that arefar apart geographicallyand are not aware of eat other's presence.This may

happen when the sendingnetwork is probing the spacearound it to nd networks

with sensorssatisfying certain attributes. That is, the senderspeci es attributes

that it believesa desireddestination sensormust possessSincethis involvesa very

subjective evaluation of possibleattributes, we proposea prioritized approad to the

attribute matching process.The sender ags that there is no attribute hierarchy ID

attached to the padket, and will ag either a single status for all attributes listed, or

that ead attribute will have its own status. The possiblestatus are:

Required - the padket must be delivered in the end to sensorsthat matches
all name-\alue speci cations of the \required" attributes. If no known sensor

matchesall the attributes then the padet is dropped.

Preferred- the padket must be deliveredto sensorghat match the mostnumber
of name-\alue speci cations of preferredattributes. In casetwo or more groups
of sensorssatisfy di erent setsof attributes but the setshave the samenumber
of elemens, the padket will be forwarded to all the groups. \Required" at-
tributes have precedenceover \preferred" attributes. If \preferred" attributes
co-existwith \required" attributes in the samepadket, the padket will be sert
to the sensordhat satisfy all the \required" attributes and the most number of
\preferred" attributes. The padet will not be deliveredeven if one\required”
attribute is not satis ed, independerly of how many \preferred" attributes are

matched.

Exploring - \exploring" attributes are only relevant when there are no \re-
quired" attributes in the padket, andwhenno \preferred" attributes arematched.

In this case,the padket will be forwarded rst to the sensorsthat match the
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most number of name-\alue speci cations of \exploring” attributes, thenin the
absenceof any name-\walue match, to the sensorghat match the most number

of attribute names.

Thereis no provision in the status speci cation to o od the sensometwork. This
is achieved by a special ag in the padket header. SeeSec.4.3.4 for the padket
speci cation.

Given the di erent status of the attributes, a sensorreceiving a padket which
has no attribute hierarchy attached follows the steps delineated in Algorithm 3.
Essetially the sensorforwards the padket to a known destination (e.g. Lines 12
and 23 of Alg. 3 - in this paragraph, all line referencesare with respect to Alg. 3
and the referencesare by no meansexhaustiwe), or attempt to cortact a leaderin
the hierarchy (Lines 15 and 26). If nodesare within the attribute regionssough,
they may simply o od the padket (Lines 17 and 28). The way padkets are forwarded
is dependert on whether the sensoris a cluster menber or a cluster leader. In the
former, often unresohed padkets are forwardedto the clusterleader(Lines40and 57)
while in the latter case,padkets may be forwardedto a cluster leader, either a child
cluster (Line 38) or an ancestorcluster (Line 59). If there are no known attributes
amongall speci ed, a o od throughout the network is performed(Line 61).

Algorithms 1, 2 and 3 are expressedn pseudo-cde terminology. In the speci ca-
tion of the routing rules lower level directivescan be used. Someexamplesof which

are descriked in appendix C. We shav next our padet format speci cation.
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Algorithm 1 Tree Traversalwithin the sameattribute Hierarchy.

1:

© N

24:
25:

26:
27.
28:
29:
30:
31:

CDAG fSubquadrant Quadrant Forestg;

RoutingTable  Routing table usedby current application;

SensorAtributes Attributes current sensorpossesses;

SensorClusters  Set of clustersthe current sensorbelongsto;

SensorClusterleader  Set of clustersthe current sensoris leader of;

N (X;Y) = function that returns the number of consecuti\ely matched attributes be-
tweenX and Y, starting from the rst attribute in both X andY;

Receiwed padket P,

DestAttrList list of attribute name-walue pairs of the destination in P,

: Find E 2 RoutingTablej (N (DestAttrList ,E) is maximized) ;
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:

if (E = DestAttrList) then
if (E 2 SensorCluster3 then
Flood Pin E; Return;
else if (P.PrevHop 62f path betweencurrent sensor® Eg) then
SendPto E; Return;

if (9L 2 SensorClusterleaderj (L = P.NextHop)) then
if (P.PrevHop is parent node in CDAG) _ (sensoris root leader) then
if (9 children nodej known attributes of children node match DestAttrList ) then
SendP to children node in CDAG;
else
Drop packet P,
else
if (9 unmatched attribute at level L or higher betweenthe sensorand DestAt-
trList) then
SendPto parernt of L;
else if (all attributes from root to level L match betweenthe sensorand DestAt-
trList ~ 9 child cluster with increasedattribute match) then
SendP to sibling clusters;
SendP to child cluster;
else
Drop P,
else
SendP to leader of P.NextHop;
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Algorithm 2 Mesh Traversalwithin the sameattribute Hierarchy.
1: CDAG fSubquadrant Quadrant Forestg;

2: RoutingTable  Routing table usedby current application;

3: SensorClusters  Set of clustersthe current sensorbelongsto;

4: SensorClusterleader  Set of clustersthe current sensoris leader of;

5: N (X;Y) = function that returns the number of consecutively matched attributes be-
tweenX and Y, starting from the rst attribute in both X andY;

6: Received padket P,

7: if (P wasreceived before) then

8: Return;

9: DestAttrList list of attribute name-walue pairs of the destination in P,

10: Find E 2 RoutingTablej (N (DestAttrList ,E) is maximized) ;

11: if (E = DestAttrList ) then

12: if (E 2 SensorCluster3 then

13: Flood Pin E; Return;

14: else if (P.PrevHop 62f path betweencurrent sensor® Eg) then

15: SendPto E; Return;

16:

17: if (9 L 2 SensorClusterleaderj (L = P.NextHop)) then

18: if (9 children node j known attributes of children node match DestAttrList ) then

19: SendP to children node in CDAG;

20: elseif (9 adjacert cluster C at samelevel of L with matching attribute ~ no copy
of P camefrom C) then

21: Forward P to all such C;
22:  else

23: Drop P,

24: else

25. SendP to leader of P.NextHop;
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Algorithm 3 Handling Padkets With No Attribute Hierarchy.

o

RoutingT able Routing table used by curren t application;  SelfA ttrList curren t sensor's attribute  list;
Receiv ed packet P, no attribute  hierarc hy specied;
AttrList attribute list of P,

(Requir edAttr , Preferr edAttr , ExploringA ttr ) (Required, Preferred, Exploring) attributes  from AttrList ;
if (9 attribute r 2 SelfAttrList that matches attribute  in Requir edAttr ) then
if (SelfA ttrList matches all attributes  in Requir edAttr ) then
if (matc hing attributes between SelfA ttrList and Requir edAttr belong to the same CDAG) then
if (9 attribute p 2 CDAG j (p matches attributes  in Preferr edAttr ) »~ (pis at lower level in CDAG than any r)) then
if (fset of matc hing attributes pg (named matchp ) that are at levels lower than r form a line in CDAG) then
if (attribute  plowest 2 matchp ) ~ (plowest at the lowest level in CDAG) * (plowest 62SelfA ttrList ) then
if (9 path to cluster c with attribute matc hing f Requir edAttr [ matchp g 2 CDAG) then
Send Pto c;
else
LC lowest common ancestor node in CDAG between SelfA ttrList and f Requir edAttr [ matchp g
Send Pto cluster leader in LC;
else
Flo od Pin plowest ;
else
LN leaf nodes of matchp that form the longest branc hes;
for all leaf nodes L 2 LN do
if (sensor does not belong to any leaf node cluster c 2 L) then

if (9 path to any leaf node cluster c) then

Send Pto c;
else
LC lowest common ancestor node in CDAG between SelfA ttrList and f Requir edAttr [ matchp g
Send Pto cluster leader in LC;
else
Flo od Pin c;
else
RPseqs f sequences of attributes  from Requir edAttr [ matc hing attributes  from Preferr edAttr j (all attributes
from Requir edAttr are present) ~ (the resultan t sequence form a \line" in CDAG) * (as many matc hing attributes
from Preferr edAttr as possible are included) g
for all longest sequences RP 2 RPSeqs do
if (SelfA ttrList matches all attributes in RP) then
Flo od in cluster at lowest attribute level in RP;
else if (9 path to entry E 2 RoutingT able j E matches at least all attributes in RP) then
Send Pto E;
else if (SelfAttrList matchestop T attributes in RP) then
if (sensor is cluster leader at level C in any of the T attributes) then
Send Pto child cluster of C in RP;
else
Send Pto cluster leader of T™ attributes;
else

for all CDAG with matc hing attribute do
for all lowest attribute level node L 2 f CDAG \ Requir edAttr \ SelfA ttrList g do
if (sensor is not cluster leader in L) then
Send Pto cluster leader in L
Flo od P with Requir edA ttr

else
for all CDAG with matc hing attribute  do

for all lowest attribute level node L 2 f CDAG \ Requir edAttr \ SelfA ttrList g do
if (sensor is not cluster leader in L) then
Send Pto cluster leader in L
Flo od P with (SelfA ttrList \ Requir edAttr )

else
if (Requir edAttr have not been seen) then
for all CDAG do
if (sensor is not cluster leader at any level in CDAG) then
Send Pto lowest attribute level cluster leader;
else if (sensor is not root in CDAG) then
Send Pto parent cluster of the highest level for whic h sensor is cluster leader;
else
Flo od Pin CDAG;
else
Drop P,




Packet Specification

Packet Type Dependent Information Terminator Character
Cluster Formation Packet /S )/ J
‘ Hier. ID‘ nameH vaIueH‘CIuster ID‘ Leader Id # Hop% Tie-breakev& eee nameH vaIueH‘CIuster Id Leader Id # Hop%Tie-breakerH

e

| FLAG| Sender i0 Dest. 1D PKT LEN| Routing If PKT TYPE| Pkt Type Dat4

Unicast Packet Format

| FLAG | Sender IEI Dest. ID| PKT LEN| Routing II:I PKT TYPE| Dest. Attrl Next Hop Node Att|| Prev Hop Node Att|| Source Atir.| Pkt Type Datz%

nameHvaIueH

Figure 4 19: Padket format for cluster formation and unicast padets

‘ Hier. ID‘nameH value||eee
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Packet Formats

Padkets in our routing scheme are composed of multiple elds. Fig. 4 19 brings
the speci cation for the cluster formation type of padket, and padkets for unicast
communications. Cluster formation padets are o oded to the whole network, and
brings with them information regarding the clusters that are being formed, while
unicast padkets bring speci cation of the destination, sourceand in-between node

addresses.

1. [Flag] { the rst eld is usedfor agging. We specify one byte, and the bits

have the following meaning:

(@) bit 1 { existenceof destination hierarchy ID (seeappendix B).
(b) bit 2 { setif intra-hierarchy routing.
(c) bit 3,4 { specify which routing rulesto use. If bits are

00 usethe default application independert routing rules set;

01 indicates an application independen routing rules set but one other

than the default;
10 indicates an application dependert routing rules set
11 indicatesan application formed intra-cluster routing rules set

(d) bit 5{ existenceof sourceattribute basedaddress

(e) bit 6to 8 { unused.

2. [SenderID] { speci es the link layer's sender'shardware address.

3. [Dest ID] { speci es the link layer's destination's hardware address. If set to
a speci ¢ sensor,then it is the \unicast" option, otherwise,all sensorswithin

rangereceiw the padet (\broadcast”).
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. [Pkt Len]{ speci es the length of the padket, in bytes. In \unicast" mode, sen-

sorswhich nds themselhesnot belongingto the Dest ID may shut themsehes

down during the ertire length of the transmission.

. [Routing ID] { this eld brings the ID for the routing rules set used. The

IDs for application independert routing rules set are integer numbers, while
IDs for application dependert routing rules set must bring with it the sensor's

hardware ID and an application speci ed identi er (name or processnumber).

. [Pkt Type] { the various types of padkets exdhangedin our attribute based

routing scheme. It cortains all the clustering formation padket types, catalog

exchange/building, plus data exdhangepadket types.

. [Dest Attr] { this eld species the attributes of the intended destination. It

may initially bring with it the Attribute Hierarchy ID of which the attributes
are part of (in which casebit 1 of the ag byte will be set). A special null byte
is the terminator character that separateshe Hierarchy ID and the nameand

the value elds of ead attribute (seeFig. 4 19).

. [Next Hop Node Attr] { this eld hasthe attributes of the neighbor node in the

attribute hierarchy to which the padet is intended. Its format is the sameas
[Dest Attr] . When bit 2 is set, the eld doesnot have the attribute hierarchy

sub eld and assumedhe samehierarchy asthe onefound under [Dest Attr] .

. [Prev Hop Node Attr] { this eld hasthe attributes of the neighbor node in

the attribute hierarchy from which the padet came. Its format is the sameas

[Next Hop Node Attr] .

[Source Attr] { this eld's presencen the padket is indicated by having bit 5

of the ag byte set. Its format is the sameas [Next Hop Node Attr] .
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11. [Pkt Type Data] { this eld variesaccordingto the type of the padket. Fig. 4 19
shows the cortents for a CLUSTFORMATIOMket, with elds for Attribute
Hierarchy ID, attribute name-walue pair, cluster leader, hop court, and tie-

breaker information for leaderelection medanism.

We have shown in this chapter the fundamertal building blocks of our infrastruc-
ture. By setting an attribute hierarchy and overlaying sud virtual hierarchy on the
sensornetwork, we essetfially laid down the units (attribute equivalernt clusters of
sensors)n the routing infrastructure that canform attribute-based addressesMain-
tenanceof sud units is performedthrough the Algorithms descrited in Sec.4.2.1.
Oncesud units are establishedin the network, routing rules are usedto guide data
padets. If the destination addressis not known, then default routing rules set are
invoked and the unknown destination addressis \resolved" to matching sensorsin
the network. This matching processestablishesa connecting path between source
(cluster) and destination (cluster), which can be usedfor future data commnunication
needs. The medanism through which the resolution took place will yield dier-
ent resulting paths that connectsourceto destination. Applications with di erent
performanceexpectations can choosefrom di erent routing rules setto meet their
requiremerts.

In the next chapter we shov how having dynamically con gurable addressable
units can reducetransmissioncosts. We presett a theoretical analysison a square
sensometwork being overlaid with a two or three level quadtreeattribute hierarchy
and subject to di erent biasedaccesgpatterns. Moreover, we show theoretical pre-
dictions on the performanceof the two proposedrouting sthemesin terms of their

costsand resultant path formed during the addressresolution process.
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Chapter 5

Performance Evaluation

In this chapter we shonv an analysis of the performanceof our routing infrastruc-
ture when disseminatinginformation, and when resolving attribute basedaddresses
which do not belongto known attribute hierarchies and for which no known path
exists. Sut addressresolution follows the behavior speci ed by the routing rules set
descriked in the previous chapter. We will begin by describingthe elemerts of our

examplesensornetwork.

5.1 Example
.o ’ ° ) o ° ; 3. .. °
® J ® I@ @ [ ] q: @Q C-DAG
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Figure 5 1: Example Network
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The deployed sensornetwork example we will study is illustrated by Fig. 51
while the represemative C-DAG is the 3 level single child structure shawvn in right
side of the sameFigure. Becauseat eat hierardhy level there is only one child, we
interchangeablywill referto sud hierarchy as\line" hierarchy. We discussnext all
the aspects of its deployment and attributes assigned. There are N sensorsspread
uniformly over a squareregion of sideL.

Sensoran the eld areinitially taggedwith appropriate attributes, including lo-
cation oriented ones. A GPS capabledevicecan be usedto comnmunicate the correct
geographicalcoordinatesto a sensorbeforeit is deployed. For indoor applications,
a similar devicewith pre-assignechuman readablelocation attributes may be used,
that is, the devicewould imprint \Quadrant=NE" or \Subquadran=NE" tagsonto
the sensors. The attributes that are being tagged prior to deployment are consid-
ered core attributes. We assumethat oncedeployed, it will not be necessary(nor
feasible)to update these core attributes. Note that derived attributes may still be
added after deployment, e.g., sensorswith \Quadrant=SW,Subquadran=SW" and
\Quadrant=SW,Subquadrant=SE" are assignedthe \Lak e=Walden" attribute. We
call thesederived attributes dynamic attributes.

We discussin appendix B practical considerationsof attribute tagging. For now,
we assumesensorsare taggedwith coreattributes, and all sensorsknow the di erent
relationshipsamongthe attributes (e.g., containment and adjacencyrelationships).
Somesensorsalsohave the full name-\alueinformation of all possiblecoreattributes,
while other sensorsonly know the name-alue information of attributes with which
it had beentagged (these sensoramay not becomecluster leaders).

Thusin the deployed sensometwork exampleconsideredabove sensorsdeployed

have the following attributes:

Name: X, Values: Xmin X Xmax
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Name: Y, Values:Ymin Y  Ymax
Name: F orest, Values:\Lorien"
Name: Quadrant, Values:NE; NW; SE; SW

Name: Subquadrant, Values: NE;NW, SE; SW

The C-DAG isrepresetted by the three last attributes andform aline: Subcuadrant
Quadrant Forest. Fromthe C-DAG the cortainment relationshipsfollow, which

are:

Subquadrant  Quadrart

Quadrant  Forest

Adjacency relationships are de ned separately(seeappendix B) and can be ex-

pressedas:

Quadrart

{ NW adjacert NE, NW adjacert SW, NE adjacen SE, SW adjacen SE

Subquadrart (the adjacencyrelationshipsbelov concerntwo subquadrarts S1
and S2- subquadrarnt adjacencyrelationshipsare conditional on the adjacency

of the quadrarts):

{ NE adjacent NW, SE adjacert SW, S1Quadrant 2 NW, S2 Quadrart 2
NE

{ SE adjacert NE, SW adjacert NW, S1Quadrant 2 NW, S2 Quadrarnt 2
SW
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{ SE adjacent NE, SW adjacert NW, S1Quadrant 2 NE, S2 Quadrart 2
SE

{ NE adjacert NW, SE adjacert SW, S1Quadrart 2 SW, S2 Quadrart 2
SE

The relationships above assumethat the sensorknows that adjacencyrules are
commutativ e (i.e., if Q; adjacen to Q,, then Q. is adjacert to Q).

Communication amongthe sensordollow two patterns:

1. The \tree" like pattern, in which lower level cluster leaderscommnunicate their
data to their immediately higherlevel clusterleaders,and thesein turn forward
the collected information to their upper level leaders. This communication

pattern is usedby the climate monitoring application and;

2. The \mesh" like pattern, in which lower level clusters send padets to their
adjacent (samelevel) clusters. This communication pattern is usedby the re

detection/warning application.

The two rules set can be descriked by Algorithms 1 and 2.

Theseare the elemerts of the deployed sensornetwork. We will provide in the
following sectionstwo theoretical analysisof this example. The rst one shows how
e ectiv ely the clustering shhemecanreduceredundart transmissionswhencompared
to o oding schemes,while the secondone comparesthe two in-hierarchy routing

schemesdescribed in Sec.4.3.4.

5.2 Cost Analysis of Data Dissemination in Attribute Hier-
archy and Flo oding Techniques

In this sectionwe presen an analysisto establishthe e ectivenessof creating and

maintaining containment based attribute hierarchies (CHs) over the lifetime of a
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sensornetwork as comparedto a o oding-basedstheme. We focus on the comnmnu-
nication cost for the disseminationof inquiries since power consumptionin a sensor
node is dominated by radio communication [37].

Preliminary Considerations The interaction of a community of userswith a
deployed sensornetwork can be represeted as inquiries that arrive to the sensor
network with arate . Ead arriving inquiry a ects a portion Q of the sensordn the
network accordingto a probability distribution function Po. The set of all possible
portions Q is denotedS. We make the following simpli cations beforeproceedingto

sometheoretical analysis:

1. We assumethat the cost of assigningattributes to the sensorsso that they

becomeaware of them is the samefor both schemes;

2. We assumea Poissonarrival rate  which represems the rate of arrival of
requestsfor data of a type not queried previously and/or from sensorsof a
di erent attribute, i.e., requeststhat trigger a o oding in the o oding-based
schemes.As stated previously, our scenariois consistedof a network of multi-
modal sensors.This network is a sharedresource,and its usersare menbers
from diverseresearth comnunities. The arrival modelsthe multiple inquiries

that are initiated by this aggregatepool of users.

3. We assumethat answers to inquiries traverse through paths formed during
inquiry propagation,and sud paths form aninvertedtree structure. The exact
number of transmissionsneededto sendthe collecteddata badk is dependert
on the tree structure of eaty sheme(attribute hierarchiesand o oding), andis
left for future researti. Howewer, sincethe underlying medanismis the same
(tree structures), we beliewe that the order of magnitude of the number the

transmissionsin both caseds similar.
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4. The costwe computeis that of the number of transmissionsrequiredto deliver
the inquiry. Although the costof listening cannot be neglected the analysiswe
perform hereis betweenour shemeand o oding schemes. In the absenceof
di erent scheduling medanisms,courting the number of transmissionsyields
the sameestimate of power consumptionin both schemesg(i.e., in both schemes

the samenumber of sensorswill be listening at ead transmission).

We next derive quartitativ e costcomparisonresultsbetweenattribute hierarchies

and o oding basedsthemes.

5.2.1 Analytical Results

Flooding Costs In a o oding-basedstheme,when a new inquiry (as exempli ed
by item 2 above) arrives,it is 0 oded to the whole network. In our examplesince
the wirelessnetwork is composedof N sensors,deployed over total time epoch T,

the expected cost Costr ooq fOr inquiry delivery is:

Costriopog= TN (5.1)

A schemethat actively maintains a corntainment basedattribute hierarchy (CH)
structure STR on top of the sensometwork (STR represeis a structure which has
a measurablemaintenancecost) will have two cost componerts: a maintenancecost
Cos (”,Lm) and an inquiry dependen cost Cos (ian). The maintenancecost involves
communication costs neededto establish hierarchies, clusters, messageexchanges
betweenclusterheadsfor coordination and catalog information disseminationfor in-
quiry forwarding. Note, howewer, that sud maintenancecostis inquiry independen,
i.e., it doesnot increasewith the frequencyof newinquiries. The inquiry dependert

costCost' is the costincurred in forwarding the inquiry to only the relevant parts

of the network, basedon the hierarchical structure L. In orderto compareCostg goq
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and Costcy, we will study an examplescenarioand derive analytical expressiongor
Costcy and compareit with Eq. 5.1. Thus, the expected cost Costcy during the
deploymert time T is:

Costcy = Costl™(N;STR;T) +

CostI"™(; N;T;Pq;S) (5.2)

*+ o+ o
~®L®

(a) Flat Structure (1 Level) (b) 2 Level Structure (c) 3 Level Structure

O Lake (Region of Interest) Base Station

O Sensors Affected — Inquiry Forwarding

Figure 5 2: Inquiry propagation when there is: (a) one hierarchy
level, (b) two hierarchy levels, and (c) three hierarchy levels.

Considerthe following scenario: sensornetworks are being deployed for habitat
monitoring but various researt groups expressednterest in evaluating the impact
pollution to the lake would have on the drinking habits of the animals living in
the forest. Under such circumstances,most requestsfor data would be directed to
sensorsin the vicinity of the lake, to report the intensity and frequencyof animal
activity closeto the lake asthe quality of the water changes.

Considernow Fig. 5 2. In the left-most part (Fig. 5 2(a)) thereis only an one-le\el
at network. The comnmunication costsassaiated with inquiry delivery in this at
network and o oding basedsdhemesis equivalert. In this casethere is no hierarchy
maintenancecosts. However, when an inquiry for the lake arrives,even though only

sensorsin the lake needrespond, still the inquiry readesall sensorsin the whole
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squarearea, since there is no medanism to distinguish one sensorfrom another.
In Fig. 52(b) we establisha hierarchy with one extra upper level (two levels total)

and divide the areainto four quadrarts. In this casethe sameinquiry will a ect

only 1/4 of the sensorsa ected in Fig. 5 2(a) plus sensorsnvolvedin forwarding the
inquiry from the basestation to the lower-left quadrart. In this casea maintenance
cost exists to establish and presene the structure of quadrarts (i.e., establishing
the clustersthat map to the four quadrarts, choosing clusterheadsand maintaining

load balancing schemes),as well as inquiry forwarding costs. In Fig. 5 2(c) we add
another level. With this we reducethe number of sensorsa ected by the inquiry to
only 1/16 of thosein Fig. 52(a) and to 1/4 of thosein Fig. 52(b). The trade-o in

Fig. 5 2(c) is a higher maintenancecost for the two extra levelsand a higher inquiry

forwarding cost, if the regionrelevant to the inquiry is far from the base-station.

In our example, rst the inquiry is forwarded from the point of entry (e.g., a
base station) to the top level (level = 1) leader. If the inquiry is for the whole
network, the latter o odsit, otherwiseit forwardsthe inquiry to appropriate leaders
at level = 2 (with appropriate region attribute). These will likewise determine
whether the inquiry is for their whole region, in which casethey o od the region,
or forward the inquiry to appropriate sub-regionleaders(thesewill then o od their
sub-region,and soon). The costof o oding the network is N, while that of a region
with level = 2 is N=4 and a sub-regionwith level = 3, N=16 etc. Unicastsfrom the
basestation to the top level leader have estimated cost of the order of P 2N since
there are as many hopsin the longestpath in the squarearea. Likewise,the cost
estimate for forwarding the inquiry from a level 2 leaderto a level 3 leaderis of the
order of p%_'\‘

Cost of Containmen t Hierarc hy Main tenance CH schemehasan assaiated

\maintenancecost" for the entire epoch dueto the periodic rotation of clusterheads.
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Supposethe clusterheadrotation period at level = i is T; fori = 1t0 "a. The

total maintenancecostis then given by:

Costl) = N + 2N x N X 21 5.3)
i=1 i=2

Initial clustering involves one network-wide broadcastthat cortributes N (rst
term in Eg. 5.3) to the cost since eaty node transmits a broadcast padket only
once. The rest of the terms correspnd to cluster maintenancecosts. There are Tl
clusterheadrotations at level = i. Ead rotation at level = i requiresone broadcast
at that level followed by all sensorsn the cluster responding to update the catalog
information. The broadcastcortributes N to the costat ead level and so doesthe
catalog update step. This accours for the secondterm in Eq. 5.3. The third term
correspndsto the unicast costof communication of catalogsbetweenclusterleaders,
andis a simpli cation of 4p mTll+ 16p%7NTT—2+ , that is, the costof four quadrarts
sendingcatalogsto the forestleader(crossinga diagonal of P 2N), addedto the cost
of 16 subquadrarnts sendingcatalog information to quadrart leaders,etc.

Cost of Inquiry Dissemination Now, considera model where one particular
region at level = .« receiwes an inquiry with probability p. For example, the
regiongetting inquiry in Fig. 5 2(b) (we will henceforthreferto this regionasR). For
simplicity, we assumethat inquiries involving the rest of the possibleconbinations
are equiprobablewith probability g, e.g.,q = % for "max = 2. In this model, the

averagecostincurred for disseminationof inquiries over time T is given by:

in P_— X
Cost'W = Tf 2N+  PquCog (5.4)
Q2s

In Eq. 5.4 the estimated cost of forwarding an inquiry from the basestation to

. P_— . :
the top level leaderis of the order of = 2N. This analysis assumesthe presence
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of one leader per attribute-value region. The secondterm expresseshe cost of
disseminatingthe inquiry to its intended destinations while using the constructed
hierardhy. The summation occurs over all elementis Q in the set S of all possible
combinations of sub-regionsin the sensornetwork. In generalthere are s = 4 m 1
sub-regionsand hencejSj = 2° 1. Pq is the probability of an inquiry involving
the particular combination of sub-regionsQ from the set S and Cq, is the cost of
disseminating that particular style of inquiry. If Q spansall sub-regionsin the
network (level = 1), then Cqo = N; if it only spansm < 4 sub-regionsat level = 2,

then Cq = m(pm+ NZ). If Q involvesm sub-regionsrq;ry;:::;ry at level = 2

frog; i PangPas it Fony, ;Tm1; . 5 Tmn, O, then the costis given by:
p__
X p__ 2N N
Co = f 2N + ny( + —)0 (5.5)
B 2 16
k=1
The Cq term for a generallevel i  "nax canbe expressedsimilarly asa sum of

costsdue to unicast and scoped broadcastwithin attribute sub-regionsashave been
illustrated above (not preserted here). For .« = 2 the total averagecostincurred

for disseminationof inquiries for the epoch T is given by:

Costl = T fp(pm+ I\IZ)+
3 P— N
ﬂ(l p)( 2N + Z) +
6 P— N
ﬂ(l p)(2 2N + E) +
4 P— 3N
ﬂ(l pP)(3 2N + T) +

1 P
1 PN+ 2Ng (5.6)
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The total comnmunication cost correspnding to our CH-basedscdemeis given by:
Costcy = CostI"™ + CostV (5.7)

The rst term of Eqg. 5.6 correspndsto the casewhereregion R getsa unicast
inquiry (R's cluster leaderreceiwesit from the level-1leader;this incurs a worst case
communication cost of P 2N) and then that is then disseminatedby a broadcast
within the % sensorsin R. The secondterm in Eq. 5.6 correspnd to the cost of
forwarding inquiries to one quadrant (3 possiblequadrarts); the third term corre-
spondsto forwarding inquiries to any two quadrarts out of the four; the fourth term
correspndsto forwarding inquiries to any three quadrarts out of the four while the
last line in Eqg. 5.6 correspond to the forwarding the inquiry to the whole network. If
we considereat quadrart asa possibledestination address,and any conbination of
two, three and eventually all four quadrars as also possibledestination addresses,
then we obtain 15 possibleaddressesOne of them (the quadrart to which the inquiry
is destined) has accessprobability p, while ead of the other 14 possibleaddresses
shareuniformly the remaining accesgprobability (1 p).

We de ne our performanceindex, G, by:

G = COStFlood COStCH

COStFIood .
_ CoStrion CostI"™™)  Cost{"" 5.8)
Costr|ood

Current sensortechnology sud as Mica motes have a lifetime in the range of
approximately 6 months using AA batteries and a duty cycle of 2% (betweenactive
and sleepmodes) [37]. The lifetime and energye ciency of sud sensorsare likely
to increasein the near future. In this analysiswe assumean operating life of one

year. In general,containment hierarchy schemestend to outperform o oding-based
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schemesfor larger time epochs due to amortization of the clustering cost.
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Figure 5 3: E ect of Rate of Inquiry and ClusterheadRotation Period
on Gains: 2 levelsin the Containment Hierarchy
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Figure 5 4: E ect of Rate of Inquiry and ClusterheadRotation Period
on Gains: 3 levelsin the Containment Hierarchy

First we study the casein which inquiries for one sub-regionare extremely pop-
ular (p = 0:5). Resultsfor this caseare shovn in Fig. 53(a). We seethat as
increasesthe dependenceof G over the the rotation periods Ty; T, diminishes. This
is expected as Ty; T, inuence the xed maintenance cost due to attribute based
clustering { as more inquiries arrive into the sensornetwork, the xed cost penalty

almost vanishes. In Fig. 5 3(b) we study the casein which all 15 conbinations of
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regionsare equiprobable(p = ;). We seesimilar behavior exceptthat the gains
are slightly lower in this situation. This is also expected becausemore possibledes-
tinations for the inquiries correspnd to greater unicast costsin its dissemination.
Similar results have beenshown for the caseof 3 C-DAG levels (correspnding to
the scenarioshown in Fig. 52(c)) in Fig. 54.

One interesting phenomenonthat can be obsened from thesecurvesis that the
gainsstabilize after is increasedpast a certain value for every value of p. This is
becausdor high the cortribution of Cost(C'T,Tt) towards G is minimal after a certain
threshold even for frequert rotation periods. The dominart cortributor to the cost

(inq
Costoy

)
is thus —5— which is primarily linear in p for large N. For this reasonwe obsene

di erent asymptotic valuesof G asp is varied.
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Figure 55: Gain vs. probability for proportional rotation periods :
Two levelsin C-DAG

If rotation periods T;'s are madeinverselyproportional to the meanarrival rates,

e.g.,T; = &, then Eq. 5.8 becomes:

1,1, 22
r i=1 Nizzai

Ni PoCo) (5.9)
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In this casegain G essetially becomedndependen of and linearly increaseswith
probability p. This can be seenin Fig. 55.

We note that in our architecture the cluster leadersperform greater computation
and comnunication tasks than other sensornodes. Hencetheir resourcesare likely
to get depleted soconer. A fair leaderrotation policy would warrant lower rotation
periods (valuesof T;'s lower than the onesshavn here)to allow all sensordo partic-
ipate asleadersduring T, and that could be detrimental to the gainsof hierarchical
clustering. Also, frequert leaderrotation resultsin higher network tra c and there-
fore faster depletion of resourcesat sensors. Sincethe sensornetwork is large and
dense,there are likely to be many new candidatesfor assumingthe role of a leader
after an old leaderdiesdue to resourcedepletion. We advocate the policy of keeping
a reasonablevalue for T; (i.e., not too small) while letting the adaptive re-clustering
algorithm (Sec.4.2.1) chooseleaderswith maximum remnart energy In this man-
ner, the performancegainswill be presenedwithout depleting resourcesat all sensor
nodes. Howewer, T; hasto be small enoughin order to detect failures and network
partitions. We found that fairnessconsiderationscan be balancedwith costsavings
by adjusting T;'s at di erent levels. We intend to investigatethesetrade-o s in more
detail in the future.

We nally investigatethe e ect of and T;'s on the costswhile enforcingfairness
in the clustering process. In other words, the cluster leader rotation frequencyis
sudh that all sensorgget an opportunity to becomecluster leadersat di erent levels
in the C-DAG hierarchy. Fig. 5 6 showvsthe gainsin this situation for ",5x = 2 using
both linear and logarithmic scalefor the ratios of the rotation periods. We obsene
from the plots that fairnessis not achieved for low valuesof asthe gainsdip into
negative territory as % is increased. This is becausewith reductionin T, the xed

clustering costbeginsto dominateand it canbe supersedednly if the inquiry arrival
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Figure 5 6: E ect of Rate of Inquiry and ClusterheadRotation Period
on Gains: Fair Power Consumption

rate is high. The gainsdrop linearly with % if fair rotation is ensured.The log-scale
shaws that for % < 1, a casein which the fairnesscriteria is lessstringert, we get
better gainsewven at lower arrival rates due to infrequert rotations in the lower level
clusters.

In this section,we demonstratedthat CH schemesyield gainsover o oding-based
shemeswhen there are sub-regionsin the sensornetwork that are more targeted
than others, i.e., whenthe distribution of inquiries is not uniformly distributed over
time and space. We also shaved that with increasein inquiry rate , CH schemes
perform better sincetheir structures can be re-usedand are more directed towards
speci c target regions,whereasn a o oding-basedscheme,a network-wide broadcast

is necessarnyfor ead inquiry.

5.3 Attribute Resolution

In this sectionwe will shav through theoretical analysisthe advantages of having
support for multiple routing schemes. Considerthe C-DAG showvn in Fig. 51. It

represeis a line attribute hierarchy. This hierarchy can be usedby applications to
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senddata through the network in a tree traversalmode (using Alg. 1), by going up
and down the hierarchy through cluster leadersat di erent levels, or to senddata in
a meshtraversalmode (using Alg. 2), by goingonly to adjacert clustersat the same

hierarchical level. Both possibilitiesare illustrated in Fig. 57.

. / Regr-eDséﬁtatior
/7 \\ . Forest .
® (o

S e

Quadrant ©

Subquadranl

Known routes

Sensors affected
by inquiry

Hierarchical Tree Traversal

Mesh Traversal

Figure 5 7: Hierarchical view of the clustersand routing schemes

We will study the performanceof both sthemes,aswell assdemesthat have full
knowledgeof all sensoran the network. The network is as speci ed in the example
(Sec.5.1). In this sectionwe will consider\line” attribute hierarchieswith I}, levels
in the hierardhy, which meansthere are |, nodesin the C-DAG. The root node (at

level 1) in the C-DAG coversthe whole region, while subsequennodes(at levels|;,

covering a squareregion of side L=20 1),

The metrics we will be studying for ead schemeinclude: (1) total memory re-
quiremert from all nodesfor implemertation; (2) the estimated number of transmis-
sionstakenwhenrouting one padet from a sourceto an unknown destination in the
worst case(consideringthat the sensorsare deployed over a squareregion, the worst
caseis when sourceand destination lie at opposite cornersacrossa diagonal) and (3)

the estimated number of transmissionsthat separatessourcefrom destination. The
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di erence between(2) and (3) is that the former takesinto accour all transmissions
triggered by routing the padet, while the latter courts only the estimated number

of transmissiontaken speci cally to deliver the padket from sourceto destination.

Essetially (1) allowsusto gaugehow scalableeat sthemeis in terms of the amourt

of memoryneeded.Metric (2) allowsusto comparethe costof resolvingan unknown

destination address,while (3) is an estimate of how quickly the destination address
can be found or how quickly data can be transmitted to the destination, assuming
both beingdirectly proportional to the hop distancethat separatessourcefrom des-
tination. In other words, we assumethat the averagemaximum delay is proportional

to the estimatesin (3) in the absenceof concurrert tra c.

When estimating the number of transmissionstriggered or taken to deliver the
padet, i.e., items (2) and (3) above, for non- o oding type of schemes,we consider
that the path the padet takesis composedof consecutie straight line segmets. One
estimate of the number of transmissionsis the product of the length of the segmen
by the linear node density. The nodedensity is givenby = N=L2?, thusoneestimate
of the number of neighbors that lie on a line segmeh within transmissionradius R
is RP . On the average,assumingthe sensorsare uniformly distributed and the
whole network connected,the number of transmissionsshould not be greater than
this value, for this value re ects the number nodesthat lie in the segmeh We are
assumingthe routing schemewill not presert asa rule a sharp zigzagpattern while
routing padkets, but instead will attempt to route padets around the segmen If
this valueis 1, then we are overestimating the number of transmissionsneeded.
Estimatesmadein this way canstill be usedfor comparisonbetweendi erent routing
sthemes,though, sincethe overestimation comesfrom the high node density value
and will be re ected by all routing schemes.

An estimate that is closerto the minimum number of transmissionsneededto
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cover the path between source and destination is obtained by dividing the path
length by the transmissionrange R. Howewer, when the \line" C-DAG hasa very
high number of nodes (i.e., high I), the leaf node's covered region may be smaller
than the transmissionrange (L=2' ¥ R, wheni  1). Becauseour hierarcical
routing sdieme stores routing information basedon attribute regions, and routes
accordingto corntainment and adjacencyrelationships,the lower boundin the number
of transmissionsis the number of attribute regionstraversed.

The results of our performancecomparisonare summarizedin Table 5.1.

Flo oding A o0 oding basedrouting sdhemedoes not needto store any routing
information about the network. Every padket is o odedto the whole network. Con-
sequetly, the memoryrequiremert is zero. Here di usion schemesare excluded,for
they are not purely o oding schemes,sinceDi usion remenbers paths to published
source/sink. It takesN transmissionsto deliver the padet. The farthest any two
sensorsmay be from ead other is if they lie at opposite cornersacrossa diagonal.
Thus, transmission acrossthe diagonal will take a minimum of LIO 2=R and if the

node density of = N=L2, then an estimate of the number of nodeslying in the

diagonal is LIo 2 2N, and this is, on the average,the maximum number of
transmissionsneededto sendthe padket from sourceto destination.

Full Kno wledge A routing schemethat storesnext hop routing information of
all nodesin the network hasa huge memory requiremen. In fact, eatcy node needs
to store information about N 1 other nodesin the network. Consideringthat
ead routing entry requireskE bytes, the total memory requiremert in the network
iISEN(N 1). Howewer, becauseof the complete knowledge,the number of trans-
missionstriggered and the number of transmissionsneededto sendthe padket are

equal. Theseare equalto the estimated maximum and minimum number of hopsin

the o oding case.



Table 5.1: PerformanceMetrics for di erent Routing Sthemes

Flooding | Full Tree (One level informa- | Tree (Full cluster in- Mesh
tion) formation)
Memory 0 EN(N | E ‘5‘(4(Ih D 1)+ENI, | E2N I, E@" + 617 +
1) 220 D 1) N)
P— P— P— P——
Max | N 2 N(%('_h D o 42N )+ |2 2N (2"
Num Tx %)_2“2h 21) + ?’2—2 + 2(2|’|\1‘—2) I§(|h 1)8)4 ,
5)+ 2CT, 2 N( 2(0h D
2<2|h—2>
. P P5
Min || N L 2=R max(';(Z('h D . max( 22 2(1 o max(L2 22l
1)(2(. R g:—Nl), > 2w At 20 2)2) oot
5); %1(' Z)dRZ(. 2 ef 5o, o W,Z“(Z(“ )
402 2d R 20 1) e + 1)+ 2(2'h 2
(4(' 2+ 1)dR2(. 7€) +
m
P— P— P— i P— 1
Num HopsM&* 2 2 4 NI o) 2 NI ama)t
N@ 2 2
20 1)
H pf_ pf_ 4Lp§ . L 2
Min L' 2=R | L 2=R| max(Z%=(1 =) |2 2dR2(| 5 €) max( )(2 2(1
+
2<Ih i)

4 2 2) 2(2(I;1 1)

2, D

1)

G6



96

Cluster Flooding In both Flooding and Full Knowledge sthemesdestination
sensorsare sureto bereaded. In \T ree" or \Mesh" schemesbelow, however, padkets
readiing the intended leaf cluster(s) still needto read the sensors. Assuming the
intended destination address\resolves” into oneleaf cluster,to o od that clusterthe
number of additional transmissionsis equalto (L=2(n )2 = N=2n 2) js needed.
This term appearsin all \NumTx" ertries in Table 5.1.

Tree (One level information) In our clusteredhierarchical schheme,ead node
that is not cluster leadertracks leadersof the cluster it belongsacrossall hierarchy
levels (E N I,). Assuming one cluster per attribute value, we have one cluster for
the root node, four clustersfor the node at the secondlevel, 16 for the node at the
third level, etc. Each clusterleadertracks the routing information of its four children
clusters. Leaf cluster leaderstrack information about their cluster menbers. Since
leaf clusters cover the whole network, it requiresN ertries. Thusit isE4(1+ 4+
A+ i+ 40 )+ EN = E4(4" 1 1)=3+ E N. The sum of the two factors shovn
in this paragraphis the memory requiremer equationfor \T ree" in Table 5.1.

When a padket with an unknown destination is receiwed, it is sert to the cluster
leadersthrough the hierarchy all the way up to the root nodeif no matching attributes
arefound. The longestsegmenhthat separateshe root to a secondevel clusterleader
is LIO 2, while the longestsegmeh that separateshe secondlevel cluster leaderto a
third level child cluster is Lp 2=2. Thus the sum of the segmen lengths is at most
U = Lp§(1+ 1=2+ + 1=2(h 2) = sz 2(1  1=20n 1))

Also, assumingthe padket readhesthe root node, the root node must send\down"
the padet to all its child clusters,which may in turn passit down again,all the way to
the leaf cluster leaders,at which point the cluster leaderthat satis es the destination
addressattributes o ods the padket to its cluster. In this processof forwarding the

padket down the C-DAG, from the root node to the secondlevel cluster leadersfour
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Figure 5 8: Propagation path for Tree traversal when resolving un-

known destination address
segmets (covering the longestdistancepossible)are needed:the longestwill beL P 2
(segmem AB in Fig. 5 8), while there will be two segmets of L P 5=2 (segmets AC 1
and AC2 in Fig. 58), and one segmeh of LIO 2=2 (segmem AD in Fig. 58). From
the secondlevel cluster leaderto the third level clustersthe sameprocesswill be
repeated: the padket is sert to four clusters,with the longestsegmen being half of
the longest segmen of the previous level, two segmets which are half of the two
analogoussegmets of the previous level, and the shortest segmeh being half of
the shortestin the previous level (showvn as dotted lines starting from B;C1;C2 -
omitted for D for clarity's sake). This processrepeatsitself all the way down to the
clustersat level I, 1.

Thus, assumingS = (Lp 2+ 2Lp 5=2 + Lp 2=2), then the total segmeh length

the padket may needto traversewhengoing\down" isD| = S+ 4S=2+ 165=4+ +
40h 25=0(h 2 = S+ 2S5+ +20h A5= g2 D 1)=L@20n D 1)(3IO 2=2+ pE).

Pr0:Ps

The total lengthisthen T, = U  + D, = L(2(n D 1)(2p 2=o(h 1) 4+ 3
Of the four padkets that are sert from a higher level leaderto a lower level

leader only one ewertually readesthe destination. So that we will estimate the
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number of transmissionsthat can cover the worst case(i.e., senderand receiver are
farthest apart), we take the longestsegmeh at ead level, and thus T, = 2U, =
L4IO 21 1=20n D),

The higher estimate on the maximum number of transmissionsis obtained by
multiplying the length obtained by P N=L (see\NumTxMax" and \NumHopsMax"
equationsin Table 5.1), while an estimate on the minimum number of transmissions
is obtained by dividing the length by R (seethe \NumTxMin" and \NumHopsMin"
equationsfor L=(R2(» V)  1in Table5.1).

Howeer, in the casein which the transmissionrangeis much higher than the leaf
attribute region side, the number of transmissionsis lower boundedby the number
of attribute regionsthe padet crosses.Given that there are four di erent segmeits
that the root node needsto sendto read the level 2 leaders,ead of the two segmets
of equallength (AC1 and AC2 in Fig. 58) will generate4( 2 segmets of length
LIO§=(R2<i Dy at level i 2. In the sameway we court 40 2 segmets for the
shortestsegmen (AD in Fig. 58) and 4" 2 + 1 for the longest. The \+1" is because
we must also court the transmission costs incurred when the padet was coming
up the hierarchy towards the root node. Each segmen courts at leastonce(i.e., we
round up the cost) no matter how smallits length is with respectto the transmission
radius R, becauseit represeis one distinct attribute region. When we sum up for
all levelsin the hierarchy we obtain the correspnding expressionin Table 5.1.

When we considerthe number of hopsthat can separatesourcefrom destination,
the worst caseis if the sourceand destination evertually are \resolved" by going
through the longestsegmen acrossall levels of the hierarchy. This is represeted by
the correspnding equationin Table 5.1.

Tree (Full cluster information) For a tree schemein which cluster leaders

track all information from its cluster members the following memory requiremert
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is necessaryfor a cluster leaderat level i: (L=20 Y)2 = N=2@' 2 Sincethis is
a quadtree format, there are exactly 40 1 children cluster leadersat level i, thus
the memory requiremern for cluster leadersto track cluster menber information is
exactly IyN. Adding this to the requiremen of N nodes tracking their I, cluster
leaders,the total memory requiremer is 2l,N, as seenin Table 5.1. For the Tree
traversalmode with full cluster information, it is not necessaryfor the root node to
forward the padket down to all of its children clusters. Sinceit hasinformation of
all the sensorsin the network, it can forward the padket to the child cluster that
cortains the desireddestination attributes. Thus the number of transmissionsand
the number of hopsin this caseis the same,and it correspndsto the casein which
the longestsegmen is taken both whenthe padket is coming\up” the hierarchy and
going\down" the hierarchy to the destination leaf cluster.

Mesh We study the performanceof a routing schemein a meshlike topology at
only oneattribute hierarchy level (say I,). In a meshlike routing sdheme,we assume
eadt cluster leader tracks only its (at most) four neighbor clusters, resulting in a
memoryrequiremen of E 44(n 1 Also all sensordrack their cluster leader(E N of
memory), and sensorghat lie at the attribute border will track the two clustersfor
which it is the border. At level I, the total length of the borderis 2(2(» Y 1)L,
which, when multiplied by P N=L and summedwith the other terms, resultsin the
memory requiremen equation seenin Table 5.1.

We assumethat when a padket with an unknown destination is received it will
be transmitted to the neighbor clusters other than the onesfrom which the padet
arrived. Thusif a padket is sert from the lower left cluster leader,with a destination
that is unknown to the cluster leader,but whose nal sinkis in the top right cluster,
then the padet will be propagated acrossall attribute regions. The total length

traversedas the padket is distributed in the network is longer if the cluster leaders



Figure 5 9: Propagation path for Meshtraversalwhen resolvingun-

known destination address
are located closeto opposite cornersacrossthe diagonal,in the zigzagpattern shovn
in Fig. 59. In this gure we show the traversal taken when there are three nodes
in the line C-DAG. The cluster leader of the lower left attribute region (A) sends
the padet to its immediate neighbor cluster leaders(B1 and B2). As theseare
located closeto the corner acrossthe diagonalthe length traversedis 2LIO 2=20n D),
To increasethe length traversed,as the padket gets closerto the top left and bot-
tom right corners,we assumethe cluster leadersare located at the cornersof their
respective attribute regions. In this way we force comparisonof the worst casein
a meshapproad with the worst caseof the tree basedschemeanalyzedpreviously
Notice that essetially the padet traversethe diagonalsof squareswith side length
2jL=200 D:j 2 £1;2;3;:::;20 Ygin aregularfashion,discourting the bordersand the
top left and bottom right corners. The total length traversed,and the correspnding
expected number of transmissions(both maximum and minimum) are given by the
correspnding expressionsn Table 5.1.

When the transmissionradius R~ L=20 Y then it takesat least onetransmis-

sionto crossoneattribute region,and assumingead attribute regionwill transmit to
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two of its immediate neighbors (with top and right border attribute regionstransmit-
ting only once),the total number of transmissionswill be 2(2(n D 1)+ 2(20n 1
1)2 = 2n(20n D 1), asseenin the table.

The shortest path that separatesthe sourcefrom the destination must traverse
220 D 1)+ 1 attribute regions (the +1 is becausethe sourceattribute region
also must be traversed). Howewer, if the padket goesthrough only the diagonals,
only 2(2'» 9 1) diagonalsneedbe crossed.One of the attribute regionleaderswill
receive the padet from the left and can immediately forward to the upper region,
without needingto traverseitself. Thus the worst casescenariois actually whenthe
sourceis at the top left corner while the destination is at the bottom right corner
(or vice-versa). In this casethere are additional four traversalsacrossthe border
of the attribute region (4(L=2» Y)) and two lessdiagonaltraversals. This explains
the secondterm in the \NumHopMax" and the secondterm in the rst argumert to
the max function in \NumHopMin." When we are consideringthe minimum number
of hops, this must be lower bounded by the number of attribute regionsthat need
be crossed(2(2!» 1 1)), sincein principle the cluster leaderonly tracks the four
adjacen clusters. We shav someplots of the equationsof Table5.1in Figures5 10{
5109.

A high number of levelswill involve transmissioncoststo crossadjacert clusters
in the Mesh caseand coststo resolwe all the way to the leaf cluster in the Tree (one
level info) case. Thesecostssurpassthose of the mere o oding schemesand should
be avoided. The cost for resolving an unknown addressin the Tree (full cluster
info) caseremainsconstart. Howewer, the memory requiremerts are high (Figs. 5 10
and 511).

We can seefrom Fig. 512 and Fig. 5 13 that the expected number of transmis-

sionsto resolve an unknown addressin the worst caseis higher for the Meshtraversal
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mode than for the Tree cases.In fact, when cluster leaderstrack full cluster infor-
mation, the performancedramatically improves. This is becausehe root node need
not propagatethe padet with unknown addressdown to all of its children clusters.
We can seethat the high number of levels in the attribute hierardhy cortributes
to the ine ciency of the process(Fig. 513 and 515). With the increasein the
number of hierarchies, the padket with unknown destination addressneedessetially
be distributed to the whole network in the Mesh and Tree (with one level informa-
tion) schemesat increasinglevels of granularity (i.e., covering more of the network),
cortributing to their performancedegradation.

Lh=4 levels; L=1000 m; R=30 m
10

—&— Flood

=t Full

—&— Tree

—a&— Tree full cluster info
—¥— Mesh

[N
o
S

-

,_,,;/

10 L L
10 10° 10" 10
Number of Nodes in the Network

\;
4
<94
<
I

™

Expected Minimum Number of Transmissions
= =
o o
T T
L

Figure 514: Expected Minimum Number of Transmissions
(NumTxM in)

When we considerthe number of hops metric, we nd that Mesh schemesare
able to nd shorter paths between sourceand destination. The only drawbad is
that Mesh sthemescurrertly only crossspatially adjacen attribute regions. Thus
whenthe number of levelsin the hierarchy increasesthereis a correspndingincrease

in the hop distance(Figs. 517 and 5 19).
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From the graphsin Fig. 510-5 19 we can seethat if the network is composed
of heterogeneousodes,in which somenodeshave higher capacity, then a Tree (full
cluster info) scheme will be the most economicalin transmission costs related to
addresgesolutionissues.Sensometworks that have a high inquiry arrival, especially
from a large userbase,will bene t from the increasedsavings in Tree basedaddress
resolution schemes,while applications that require fast response can invoke Mesh

traversalmode for their data padets.
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Chapter 6

Conclusion and Future Work

6.1 Conclusions

In the future the routing demandsof large scalesensornetwork or resultart inter-
connection of various smaller scalesensornetworks di er greatly from the routing
demandsof currently deployed sensornetworks. Inquiries arriving at suc networks
are unlikely to require all the resourcedrom all the nodesin the network. If the un-
derlying routing medanismcannotguidetra c to the relevant parts of the network
then much energyis wastedin redundart transmission. In addition to that, multiple
applications being supported by sud networks will have di erent communication
needs. A routing infrastructure that cannot accommalate diversetraversal modes
in the network is bound to limit the performanceof the deployed applications.

In this dissertationwe have proposeda routing infrastructure that canguidedata
trac to read setsof sensorswithin the network in a mannerthat can be selected
by the application to meet its performancerequiremerns. This is achieved by es-
tablishing a virtual overlay of attribute basedhierarchical clusterson the network.
The attributes of the hierarchy describe sensorsthat are often the target of user
inquiries and satisfy containment and adjacencyrelationships. The hierarchy is de-
scribed through DAGSs, in which parert nodesare clustersthat contain clustersthat
represemn child nodes. By establishing these attribute basedclusters as potertial

destination addressesof inquiries we maintain the data-certric emphasisin rout-
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ing yet are ableto guidetrac to only sensorsthat match the required attributes.
Multiple hierarchies can be supported simultaneously thus enabling multiple appli-
cations to selectthe set of sensorsthat best meet their own addressingneeds. By
supporting multiple hierarchiessimultaneously inquiries that possessross-hierarby
attributes may alsobe resohed within the network, and thus we reutilize the virtual
infrastructure overlaid.

We propose algorithms that form sud hierarchy of clusters, together with al-
gorithms that enableload balancing and fault tolerancewith respect to the role of
clusterleader. Also we proposealgorithmsthat enabledynamic changeso the virtual
hierarchical clustering structure. We shav through analysisthat sud hierarchical
sthemeso er increasedcommunication gainsasopposedto o oding medanismsfor
disseminatingnew inquiries.

In this dissertation we also proposethat the routing processbe an interpreted
one, and routing behavior be determinedby a set of routing rules. Di erent routing
rules then provide di erent padket traversal behavior, resulting in di erent perfor-
manceresultswhendata transmissionoccurs. We proposepseudo-cde for tree based
traversalmode and meshbasedtraversalmodesin the presenceof the virtual overlay.
Sud traversal modes are key in forming paths to unknown destination attributes.
In other words, when a padket with an unknown destination attribute is met, a
resolution procedureis carried out, basedon the behavior determined by the rules
set, and at the end of which, assumingthe destination attribute exists within the
network, a path is formed. We obtain through analysisthe transmissioncostsasso-
ciated with sudh addressresolution procedure,the memory requiremerts of tracking
attributes within ead traversal mode, and the resultart hop length of the formed
path. We show that tree basedtraversal modes savestransmissioncostsin the res-

olution processbut forms longer paths and the resolution processtakes longer to
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nish. Applications canthen choosethe traversalmode accordingto its performance

requiremens.

6.2 Future Work

Much is still left to completework in attribute basedrouting in clusteredWSNETS.
Speci cally, analysisof the performanceof the infrastructure when facing inquiries
like the onesposedat Great Duck Island (Sec.2.4) remainsto be done. The opti-
mality analysisof the tradeo betweenthe number of levelsin the hierarchy and the
gains obtained posesitself as a very challengingand yet rewarding problem. Di er-

ernt traversal modesand their performanceexpectations can also cortribute to the
increasedperformanceof applications being executedover deployed sensometworks

in the future.
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App endix A

Pseudo code for Cluster Formation and
Main tenance Algorithms
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Algorithm 4 Cluster Formation Algorithm

1: Initialize Processed, 8 Timers, Candidacy;
2: On receive packet P, P.type = CLUSIFORM
3. if (P62Processed) then
4. for (8 CH levels L) do
5: if (My.L.leader = ;) then
6: if (My.Lattribute = P.L.attribute ) then
7. if (P.hop max” (no lower CH level _ lower CH level changes attribute))
8: Candidacy.L  Self ;
9: if Candidacy_Timer not started then
10: start Candidacy _Timer / 1/My .Energy;
11: else
12: My.L.leader P.L.leader ;
13: Candidacy.L  ;;
14: My.L.route _to _leader neighbor address which sert P
15: if (P.L.hop k hop neighbor update value ) then
16: start LeaderUpdate _Timer.L ;
17: cancel Candidacy _Timer.L ;
18: else
19: Candidacy.L Self ;
20: if Candidacy_Timer not started then
21: start Timer / 1/My .Energy;
22: else
23: if (P.L.leader more suitable) then
24 My.L.leader P.L.leader ;
25: My.L.route _to _leader neighbor address which sert P,
26: if (P.L.hop k hop neighbor update value) then
27: start LeaderUpdate_Timer.L ;
28: else
29: P.L.leader My.L.leader ;
30: P.L.hop  My.L.hop;
31 if 8 L (Candidacy.L = ;) then
32: cancel Candidacy _Timer;
33: if 9 L (My.L changed value) then
34. add P.L.hop by 1; My.L.hop  P.L.hop; rebroadcast P,
35: start Cataloginfo _Timer.L ;
36: start NewCluster _Timer.L ;
37: start Rotation _Timer.L ;
38: cancel CatalogUpdate _Timer.L ;
39: cancel CatalogSend _Timer.L ;
40: if @ (My.Lleader = Self ) then
41: cancel LeaderAliv e_Timer;
42: add Pto Processed;
43:

44: On Candidacy_Timer time-out; initialize packet P,
45: for (8 CH levelsL) do
46: if (Candidacy.L 6 ;) then

47. P.L  Candidacy.L; P.L.hop  O0;
48: start CatalogUpdate _Timer.L ;

49: start LeaderAlive _Timer.L ;

50: start Rotation _Timer.L ;

51: start CatalogSend_Timer.L ;

52: Candidacy.L  ;;

53: else

54. P.L  My.L; add P.L.hop by 1;

55: broadcast P;
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Algorithm 5 k-neighbor updates- LeaderAlive Packet Managemenm

1. On receiw packet P, P.type = LEADERLIVE
2. if (P 62Processed) then
3: for (8P.L6 ;) do

4: if (My.L.attribute = P.L.attribute )~ (My.L.leader = P.L.leader )
then

5: start LeaderUpdate Timer.L ;

6: My.L.route _to _leader neighbor addresswhich sert P,

7: My.L.Catalog P.L.Catalog ;

8: if (P.L.hop 1) then

9: deleteP.L;

10: else

11: decreaseP.L.hop by 1;

12: if @ (P.L) then

13: drop P,

14: else

15: rebroadcastP,

16: add Pto Processed,

17:

18:

19: On LeaderAlive _Timer.L time-out;

20: initialize padet P, P.type LEADERLIVE
21: if (P 62Processed) then

22: if (My.L.leader = Self) then

23: PL My.L

24: P.L.hop k hop neighbor alive value;
25: P.L.Catalog My.L.Catalog ;
26: start LeaderAlive _Timer.L ;

27: broadcastP;
28: add Pto Processed;
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Algorithm 6 Leaderupdates- LeaderUpdate Timer Managemenm

1: On LeaderUpdate_Timer.L time-out;
. ; ; 1 :
g. start InterimLeader _Timer.L / My.Energy’

On InterimLeader _Timer.L time-out;
initialize packet P, P.type LEADERNTERIM
My.L.failed _leader My.L.leader ;
My.L.leader Self ;

P.L My.L;

10: start LeaderAlive _Timer.L ;

11: if My.L.Catalog = ; then

12: start CatalogUpdate _Timer.L ;

13: start CatalogSend_timer.L ;

14: broadcastP,

15:

16:

17: On receiwe pacet P, P.type = LEADERNTERIM
18: if (P 62Processed) then

19: for (8P.L 6 ;) do

© N g

20: if (My.L.failed _leader = ;) then

21: if (My.L.attribute = P.L.attribute ) then

22: if (My.L.leader = P.L.failed _leader) then

23: cancelInterimLeader _Timer.L ;

24: My.L.failed _leader My.L.leader ;

25: My.L.leader P.L.leader ;

26: My.L.route _to _leader neighbor addresswhich sert P,
27: else

28: if (My.L.failed _leader = P.L.failed _leader) then
29: if (My.L.attribute = P.L.attribute ) then

30: if (P.L.leader more suitable) then

31: My.L.leader P.L.leader ;

32: My.L.route _to _leader neighbor addresswhich sert P,
33: else

34: delete P.L;

35: if (9 Lj My.Lleader updated information from P) then
36: cancelLeaderAlive _Timer.L ;

37: cancel CatalogSend_Timer.L ;

38: if P.L.hop k hop neighbor update value then

39: start LeaderUpdate_Timer.L ;

40: start Rotation _Timer.L ;

41: start NewCluster_Timer.L ;

42: 8 L, add P.L.hop by 1;

43: rebroadcastP,

44: add Pto Processed;
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Algorithm 7 Rotation Timer Managemen

1: On Rotation _Timer.L time-out;

2: initialize padket P, P.type NEWEADER

3: My.L.old _leader My.L.leader ;

4: My.L.leader Self ;

5 P.L My.L

6: start LeaderAlive _Timer.L;

7. if (My.L.catalog = ;) then

8. start CatalogUpdate Timer.L ;

9: start CatalogSend.Timer.L ;

10: start Rotation _Timer.L ;

11: start NewCluster_Timer.L ;

12: broadcastP,

13:

14:

15: On receiwe packet P, P.type = NEWEADER

16: if (P 62Processed) then

17: for (8P.L 6 ;) do

18: if (My.L.attribute = P.L.attribute ) then

19: if ( (My.L.old leader = ;) ~ (My.L.leader = P.L.old leader)) _
((My.L.old _leader = P.L.old _leader) " (My.L.leader = P.L.leader )
AN (P.L.leader more suitable)) ) then

20: cancellnterimLeader Timer.L;

21: cancellLeaderAlive_Timer.L;

22: cancelCatalogUpdate_Timer.L;

23: cancelCatalogSendTimer.L;

24: My.L.old _leader P.L.old _leader ;

25: My.L.failed _leader s

26: My.L.leader P.L.leader ;

27: My.L.route to leader neighbor addresswhich sert P,

28: if P.L.hop k hopneighbor update value then

29: start LeaderUpdate Timer.L ;

30: else if ((My.L.old leader = P.L.old _leader) ~ (My.L.leader =
P.L.leader ) ~ (P.L.leader not more suitable)) then

31: deleteP.L;

32. if 9Lj My.L.leader updated information from P then

33 if (P.L.old _leader = Self) then

34: start CatalogTxfer _Timer.L;

35: 8 L, add P.L.hop by 1;

36: rebroadcastP,

37: add Pto Processed;
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Algorithm 8 SuccessofSendPadcket Managemenm
1: initialize padet P, P.type = SUCCESSOR
2: 8 L successors desired,set P.L.successor _attributes
3: broadcastP,

: On receiw paket P, P.type = SUCCESSOR

if (P 62Processed) then
8 L j P.L.successor _attribute 6 My.L.attribute , increasetime-out of
Rotation _Timer.L

9: My.L.route _to _leader neighbor addresswhich sen P,

10:  broadcastP,

11: add Pto Processed,

© N o gk

Algorithm 9 NewCluster Timer Managemen

On NewCluster_Timer.L time-out;
initialize padket P, P.type = NEWCLUST
P.L.leader Self

P.L.hop 0;

P.L.attribute My.L.attribute ;
start LeaderAlive _Timer.L;

start CatalogUpdate_Timer.L ;

start CatalogSend_Timer.L ;

broadcastP,

=

R e =
N B o

: On receiwe paket P, P.type = NEWCLUST
- if (P 62Processed) then
for 8 Lj (P.L.attribute = My.L.attribute ) do
My.L.leader P.L.leader ;
My.L.route _to leader neighbor addresswhich sert P,
start NewCluster_Timer.L ;
start Rotation _Timer.L ;
start Cataloginfo _Timer.L;
if (P.L.hop k hopneighbor update value) then
start LeaderUpdate Timer.L ;
if (exists L j My.L.leader changedvalue) then
add P.L.hop by 1;
rebroadcastP,
add P to Processed,

NN NRNNNERE R R R R R R
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Algorithm 10 JoinCluster Timer Managemem

(=Y

: On JoinCluster _Timer time-out;
2: for 8L 2 CH j My.L.leader = ; do
3. if (JoinCluster _Timer.num_attempts < JoinCluster _Timer.max_attempts ) then
4 initialize padket P, P.type JOIN.CLUSTER
P.L.attributes My.L.attributes
start JoinCluster _Timer / JoinCluster _Timer.time-out JonCluster -Timer.num-attempts .
: add JoinCluster _Timer.num_attempts by 1;

5
6
7
8: if (9 P) then
o:
0

broadcastP;
10: if (JoinCluster _Timer.num_attempts > JoinCluster _Timer.max_ attempts) *
My.L.leader 6 ;) then
11: 8 LjMy.Lleader = ;, start NewCluster_Timer.L ;
12:
13:

14: On receiwe pacet P, P.type = JOIN.CLUSTER
15: if (P 62Processed) then

16: for 8 (My.L.leader 6 ;) ~ (My.L.attributes = P.L.attributes ) do
17: initialize padket PACKPACK.type CLUSTERNFQ

18: PACK.L My.L;

19: add PACK.L.hopby 1;

20: if (9 PACK then
21: unicast PACKo sender;
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Algorithm 11 Clusterinfo Padket Managemenm

1. On receiw padket P, P.type = CLUSTERFQ
2: if (P 62Processed) then
3. for 8Ldo

4: if (My.L.leader = ;) then

5: if (My.L.attributes = P.L.attributes ) then

6: if (P.L.hop > max”™ (no lower CH level _ lower CH level changes
attribute)) then

7: Candidacy.L  Self;

8: if Candidacy_Timer not started then

9 start Candidacy_Timer / 1/My .Energy;

10: else

11: store relevant information from P.L to My.L;

12: Candidacy.L  ;;

13: cancelCandidacy_Timer.L ;

14: else

15: Candidacy.L  Self;

16: if Candidacy_Timer not started then

17: start Timer / 1/My.Energy;

18: cancelJoinCluster _Timer.L;

19: else

20: if (P.L.leader more suitable) then

21: store relevant information from P.L to My.L;

22: else

23: P.L.leader My.L.leader ;

24: P.L.hop My.L.hop;

25.  for 8 Lj My.L.leader changedvalue)do

26: My.L.route _to _leader neighbor addresswhich sen P,

27: start Cataloginfo _Timer.L;

28: start NewCluster_Timer.L ;

29: start Rotation _Timer.L ;

30: add 1to P.L.hop; My.L.hop  P.L.hop;

31 if (P.L.hop) k hopneighbor update value) then
32: start LeaderUpdate Timer.L ;

33 rebroadcastP,

34: add Pto Processed;
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Algorithm 12 CatalogSendTimer Managemen

L

On CatalogSend Timer.L time-out, L > 1;
initialize padet P, P.type CATALQGSEND
store cataloginformation in P.L;

P.L.leader Self ;

P.L.attributes My.L.attributes ;
P.(L-1).leader My.(L-1).leader ;
unicast Pto My.(L-1).leader ;

=
e

On receiw padcket P, P.type = CATALOSEND
- if (P 62Processed) then
if (Self = P.(L-1).leader ) then
if (P.L.attributes  not found in My.L.cluster _index) then
store P.L.attributes  in My.L.cluster _index;
k index of P.L.attributes  in My.L.cluster _index;
update My.L.cluster _index.k.catalog _information ;
else
unicast Pto P.(L-1).leader ;
My.L.cluster _index.k.route _to _leader neighbor addresswhich sert P,
add P to Processed,

N R R R R R R R R R
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Algorithm 13 CatalogUpdate Timer Managemen

1. On CatalogUpdate_Timer.L time-out;

2: initialize padet P, P.type CATALQGPDATE

3: P.L My.L;

4: broadcastP,

5:

6:

7: On receiwe padcket P, P.type = CATALQGPDATE

8. if (P 62Processed) then

9. for 8Lj(P.Lattributes = My.L.attributes ) do
10: if (Cataloginfo _Timer.L not set) then

11: start Cataloginfo _Timer.L;

12: add P.L.hop by 1;

13: My.L.route _to _leader neighbor addresswhich sert P,
14: if 9Lj ( P.L.hop changedvalue) then

15: rebroadcastP,

16: add Pto Processed:;
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Algorithm 14 Cataloginfo Timer Managemen

1. On CatalogIinfo _Timer.L time-out;
2: initialize padet P, P.type CATALQIBIFQ

3. P.L.attributes My.L.attributes ;

4: unicastto My,L.leader ;

5:

6:

7: On receiwe padcket P, P.type = CATALQIBIFQ

8. if (P 62Processed) then

9. if (P.L.attributes = My.L.attributes ) then

10: if (P.L.leader = Self) then

11: cancelCatalogUpdate_Timer.L ;

12: if (P.L.attributes not found in My.L.cluster _index) then
13: store P.L.attributes  in My.L.cluster _index;

14: k index of P.L.attributes  in My.L.cluster _index;

15: update information from P about My.L.cluster _index.k.catalog ;
16: else

17: unicast Pto My.L.leader ;

18: add Pto Processed;

Algorithm 15 CatalogTxfer Timer Managemen

L

On CatalogTxfer _Timer.L time-out;

initialize padket P, P.type CATALOGXFER
P.L.leader My.L.leader ;

P.L.Catalog My.L.Catalog ;

unicastto My,L.leader ;

On receiw packet P, P.type = CATALOGXFER
if (P 62Processed) then
if (P.L.attributes = My.L.attributes ) then
if (P.L.leader = Self) then
cancelCatalogUpdate_Timer.L ;
update information from P.L.Catalog to My.L.Catalog ;
else
unicast Pto My.L.leader ;
add P to Processed;

© o NSO ®®DN
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Algorithm 16 ModifyCH Padcket Managemen

1. On receiw pacet P, P.type = (CHADD CHREMOYE
2: if (P 62Processed) then

3. if (P.type = CHADDthen

4: for 8 newlL to add do

5: determine My.L.attributes ~ from P.L.attribute  _rules ;

6: start NewCluster_Timer.L ;

7. elseif (P.type = CHREMOVYEhen

8: for 8 L to remove do

o: delete My.L;

10: cancelall timers for L;

11: reorderlevelsL;

12: 8 new L with old immediate upper Ilevel removed, start

CatalogSend.Timer.L ;
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App endix B

Attribute Tagging and Representation

Attributes are assignedto a sensorin a speci ¢ human language (e.g., English).
While this is human readable,an attribute that is spelled \temp erature” and hasa
string represetation would need11 bytes for storageand transmission. If we desire
to limit the energyspert in transmissionmore than the cost of adding storage,one
way to reducethe number of bytes required in transmissionis to index the set of
attribute namesand their respective values.

The way the attributes are indexedis asfollows: two les, onecalled\A ttribute
Name Value Index" (ANV-ID X) and the other called \A ttribute Name Value In-
stance" (ANV-IST) will be used. ANV-ID X cortains only the indiceswhile ANV-
IST cortains the represemation in a speci ¢ human languageof the attribute's name
and possiblevalues. The rst row of ANV-ID X hasthe index range (from 1 to N).
The rst column of ANV-ID X hasthe indicesusedfor attribute names.The second
column contains its type (integer, double, string), while subsequehnumbersin eat
row represenm the indices usedfor all possibleattribute valuesassaiated. The le
ANV-IST will cortain in correspndert locations(i.e., at correspndert column, row
positions) the speci ¢ represemation of an attribute’'s name and possiblevaluesin
a human language. Relational symbols (<, , >, , =, 6) areusedto represeh a
rangefor numeric attributes. If the type of attribute is string, the row cortaining its
possiblevaluesis assumedordered(i.e., the order of the possiblevaluesis the order

of appearancein the row, not its lexicographicalvalue).
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A third le, called\A ttribute RelationshipRules” (ARR) lists the dependencyre-
lationships betweendi erent attributes names(e.g., cortainment) or attribute values
(e.g., adjacency). Essetially ARR should contain (1) the C-DAG usedto represemn
the attribute hierarchy and (2) other relationshipsthat concernattribute values(e.g.,
adjacencyrelationships). Theserules do not refer to any attribute in its full name,
but only to the indicesfound in ANV-ID X. In this way the ARR rulesdo not depend
on the speci c languagein which the attribute is specied. Also, if two attribute
hierarchies sharethe samestructure and sameadjacencyproperties, the sameANV
and ARR les can be used.

C-DAGs are descrilked by multiple rows in the ARR, ead row containing rst
the parert node, followed by the symbol and then the child node, followed by the
symbol and then by the granddild node, and soforth asdecidedby the writer of
ARR, or until a leaf node is reated. For singleroot C-DAGs, the number of rows
usedto descrike the C-DAG will be at leastthe sameasthe number of leaf nodes.

After the C-DAG is descriked, a single elemen line cortaining the index repre-
senting a node in the C-DAG is stored. The linesthat follow this singleelemer line
descrike the adjacencyrelationships of the attribute represemed, until a new single
elemen line is encourtered, or the le terminates.

In the linesthat descrike adjacencyrelationships, ead line is possibly split into
two parts. The rst part include pairs cortaining the indicesof two attribute values
that are adjacert. The two elemers that composethe pair are separatedby whites-
pace,while the pairs themsehes are separatedby commas. The secondpart of the
line starts after the last pair, and it includesthe valuesthat attributes higherin the
hierarchy must have in order for the adjacencyconditionsto be true.

In this secondpart, the keywords \S1" indicates the sensorthat represets the

rst elemen in the pair, while \S2" indicates the sensorthat represeis the second
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elemen. The secondpart is composedof \sentences" split again by commas. Each
sertence starts with \S1" (or \S2"), which is followed then by the index of a higher
level hierarchy, and then by the symbol 2 (or 62, and nally by the set of values
the attribute indicated must have. If there are no conditions then the secondpart is
blank.

All sensorsdeployed will have ARR stored. Togetherwith the ARR le it will
alsobe storedthe hashcode (e.g., applying MD5 algorithm to ARR) of the ARR le.
If sensorsbeing taggedwith the core attributes are also storing the ANV les, then
instead of storing the full name and value of ead attribute, they will store only the
indicesof the attribute namesand valuesasfoundin the ANV les. If, howewer, the
sensorsre not storing the ANV les, then the full nameand value of the attributes,
togetherwith the indicesusedfor them in the ANV les will be storedin the sensor.
Also to be stored with the sensoris the hash number of the ANV-ID X le.

When sensorstransmit padets, they have two options: usethe full string rep-
resenation of the attributes’ name and values stored, or use the encaled format.
Essetially the encaled format consistsof sendinginitially the hashcales of ARR
and ANV-ID X les, followed then by the indicesof the attributes descriptive of the
destination. The hashcalesfor ARR and ANV-ID X guarartee that nodesthat have
the samehashcalesfor ARR and ANV-ID X will act in a consistetly equalmanner.

By not using the hashcale for ANV-IST we are allowing sensorsthat have the
sameattributes but using di erent languagerepresemations to communicate with
oneanother. If we adopt a \default" languagefor specifying ARR les, then we can
alsosupport ARR les that are written in di erent languages.Without agreemenh
on what the \default” languageshould be, ARR les that are written in dierent
languageswill yield di erent hashcalesand sensorscannot exdange padets, even

though both ARR les descrite the sameset of relationships.
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Sensorghat do not have full ANV les but which receiwe a padket with unknown
attributes will forward the padket to their clusterleader. Sensorghat have full ARR
and ANV-ID X and ANV-IST les that receiw padkets with unknown attributes or
unmatched hashcales will simply rebroadcastthe padket when rst receiwed, and
dropped if heard before.

Foreign sensorswhich do not sharethe same ANV and ARR les will simply
list the desiredattributes (namesand values)in the full string represemation and
broadcast. If no responseis received after a threshold number of requests,the sensor
may requestto receive any new ANV-ID X and ARR les from neighboring nodes.

When new dynamic attributes are introduced, with their namesand range of
values,the node initiating the update assignsindicesto the new namesand values.
Nodes receiving the new attributes store them in \A ttribute Name Value Index
Dynamic" (ANV-ID X-Dyn) and \A ttribute Name Value Instance Dynamic" (ANV-
IST-Dyn) les. The order in which the attributes are stored is basedon the indices
assignedlower indicesstored rst). The hashfunction must allow for concatenation,
and the original hashcale for ANV-ID X is the starting point for the hash function
applied to ANV-ID X-Dyn. Subsequeh padkets will bring this resultant hashcale in
their headers.Sinceall sensorshave ARR les, any updatessen will be received by

all sensorsand a new hashcale for ARR is produced.
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App endix C

Comm unication Directiv es

In this appendix we explain somedirectivesthat can be usedto write routing rules.
Comm unication directiv es

{ sendTo - this takesas an argumert a set of attribute value pairs and a
formatted outgoing padket. It will attempt unicast transmissionbetween

the host and the attribute regionit wants to read;

{ oodin - this o ods the outgoing padet. It will take asargumert a node
in the attribute hierarchy. This is the region within which to o od the
padket. If the node selectedis not one of the sensor'sancestornodes,the

padet is dropped.
Op erators

{ isAdjacert and isCortained ( ) - theseare speci ed in the attribute hi-

erardhy speci cation le (seeappendix B).

{ relational operators(<, ,>, ) -the\order" of string valuesis determined
by the order of their appearancein the attribute hierarchy speci cation

le.

{ equality operators(==, !=) - ewaluated by string comparisonor numeric

comparison.
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Flow Control - the if-else-if expressionis also supported for ow cortrol.

There can be an arbitrary number of \else-if"s that follow an \if."

Application Cluster control commands:

{ AppFormCluster - this commandformsthe application clusters. The spec-
| cation of the cluster obeysthe following format: the cluster name, fol-
lowed by \f", and then a seriesof \f <member-name> : (<attribute
name 1>, <attribute value 1>, ..., (<attribute name N>, <attribute

valueN>) g," separatedby commasand followed by \ g";

{ AppClusterSendTo - this commandstakes as argumert the application
cluster name, the member name the padket must be sert to, and the

formatted outgoing padket;

{ AppClusterFloodTo - this commandstakes as argumert the application
cluster name and the formatted outgoing padcket. The padket is o oded

to all cluster members.
Routing Data accesscommands:

{ NumberAttrHierarc hy - returns the number of hierarchiesthe routing pro-

cessis aware of;

{ AttrHierarchyAt - takes a number as argumen and returns the corre-

sponding name of the attribute hierarchy stored by the routing process;

{ NodeslInAttrHierarc hy - returns the number of nodesin an attribute hier-

archy

{ NodeAtAttrHierarchy - takesan attribute hierarchy nameand a number

as argumerts and returns the correspnding node. The order by which
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nodesarelisted is in a breadth- rst-search mannerasstoredin the routing

table. Alternativ ely, instead of the number, it takesa string composed
of: fattribute name 1, attribute name 2,...,attribute name N g, in which
attribute name 1 is a root node in the hierarchy, attribute namei + 1
is a child of attribute namei (1 i < N) and attribute name N is
the attribute name of the node sough. The returned value is a string
composedof; f i, (attribute name 1, ..., attribute name N), (attribute

value Ny, ..., attribute value Ny ) g, that is, the order of the node in the
node list, the sequencef attribute namesfrom the root node to the node
itself, and a sequenceof possibleM valuesthe node has that has been

seenby the routing process.

NodelnstanceAA ttrHierarc hy - like NodeAtA ttrHierarc hy but looking for
aspeci c instanceof anode. Takesin asargumerts the attribute hierarchy
and a string composedof: f (<attribute name 1>, <attribute value 1>),
..., (<attribute nameN >, <attribute value N>)g. Returns two numbers
(i,j) in which i indicatesthe order of the node in the node list, and | the
order of the node value given the node. Negative numbers indicate that

the sough elemen was not found.

ChildrenNodesOf - this commandreturns the children of a node. This
node may bespeci ed either through f < attribute hierarchy name> ,(< attribute
namel>, ..., <attribute nameN >)g, or through attribute hierarchy name
and a number (seeNodeAtA ttrHierarc hy for how to interpret the number
and the sequencef attributes). The list returned is a string composedof
f f(attribute namel,i,, (attribute valuel,),...,(attribute value1y,)g, ...,
fattribute nameM), iy, (attribute value M4, ..., attribute value My, g

g. That is, a list composedof the M children nodesthe speci ed node
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possessegheir indicesin the node list, together with the known values

asseiated with ead child node.

ChildNodeAt - this commandtakesasan argumert anodein the hierarchy
and two numbers (i,j). Seeitem ChildrenNodesOf for how to specify
the node in the hierarchy. The rst number is the i child node while
the secondnumber is the j ™ possiblevalue that that speci ¢ child node
possesses.The order of the child node (specied by i), as well as the
order of the possiblevalue (speci ed by j) are asin the string returned

by ChildrenNodesOf

ParentNodeOf - this command takes as an argumert: (1) an attribute
hierarchy and (2) either a node speci cation or a number (seeChildrenN-
odesOffor an explanation of the number and how to specify a node). It
returns the speci ed node's parert in the following format: f (attribute
namel, ..., attribute nameN), i, (attribute value N4, ..., attribute value
Nwv) g, that is, the sequenceof attribute namesthat goesfrom a root
node (attribute name 1) through children nodes (attribute namei + 1is
child node of attribute namei, 1 i < N) all the way to the parernt node
(attribute nameN), andthen all the M possiblevaluesof the parernt node

that the routing processhasseen.

ClustersOf- this commandtakesin asan argumen (1) an attribute hier-
archy and (2) either two numbers(i,j ) or a node instancespeci cation (see
NodelnstanceAAttrHierarchy for an explanation of what the two num-
bersmeanand how to specify a node instance). It returns a setcomposed

of all known cluster IDs of the node instance.

AdjacenClusterOf - this commandtakesin as an argumert (1) an at-

tribute hierarchy, (2) either a node instance speci cation or a pair of
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numbers (seeNodelnstanceAAttrHierarc hy for an explanation), and (3)
a cluster ID asreturned by ClustersOf It returns a set of cluster IDs of

adjacen clusters.

{ ParerntClusterOf - this commandtakesin asan argumert (1) an attribute
hierarchy, (2) either a node instance speci cation or a pair of numbers
(seeNodelnstanceAAttrHierarc hy for an explanation), and (3) a cluster

ID asreturned by ClustersOf It returns the parernt cluster'sID.

{ ChildrenClusterOf - this command takes in as an argumen (1) an at-
tribute hierarchy, (2) either a node instance speci cation or a pair of
numbers (seeNodelnstanceAAttrHierarc hy for an explanation), and (3)
a cluster ID asreturned by ClustersOf It returns the following string:
f (attribute name 1, (attribute value 1,, (cluster ID 1;.4, ..., cluster ID
C11)), ..., (attribute valueM4, (clusterID 1;.v, ..., clusterID Cy.y))), ...,
(attribute name N, (attribute value 1y, (cluster ID 1y.4, ..., cluster ID
Cn:1)), ..., (attribute value My, (cluster ID 1y.m, ..., Cluster ID Cy.m)))
g. That is, a list composedof children nodes' names,together with all
possiblevalues eath name possessesand seenclusters of ead child in-

stance.

Handlers

{ Self- givesa handle for the application to refer to the sensorit belongs

to.
{ IncomingPadket - accesseshe current incoming padket being processed.

{ OutgoingPadket - handle through which the application may format an

outgoing padet in the way it desires.
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