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Chapter 3

Project: Seamless roaming

(mobile-home, mobile-office)

3.1 Introduction

In this Chapter we will describe the Project “Seamless roaming (mobile-home, mobile-

office)”, developed from November 2006 to March 2008, in collaboration with University

of Rome “Sapienza”, University of Rome “Tor Vergata”, and Telecom Italia Mobile (TiLab,

Turin).

This project has focused on the study and design of advanced techniques for mobility

and connectivity management in heterogeneous network scenarios, where users move and

need to be always connected. (i.e. from home to office, and vice versa).

Collaborative frameworks support joint work for a team of people in a number of possible

application scenarios. A useful feature to support is interworking of teams of participants

from different remote networks (i.e. home, office, malls, theaters, etc.).

A middle-ware layer is then generally required in order to allow secure and high-quality
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interconnection of remote network sites supporting a distributed service environment. For

example, a typical e-health scenario [47] includes collaborative services for virtual health-

care teams (doctors, patients, care team and pharmacy), including telemedicine, manage-

ment of electronic medical records and automatic diagnosis systems.

Health-care professionals share information on patients through digital equipments and

interact with each other and with the patient as in the same physical place, though they

might be actually distributed in different remote sites, i.e. patient’s or health-care profes-

sional’s LAN (Local Area Network).

In a typical service scenario, a body sensor network can be deployed in order to monitor

a patient, who is aided by a nurse in her or his home environment and is interconnected

with a team of doctors who reside in remote sites.

Another context in which a collaborative framework can be exploited is a disaster re-

covery scenario [48], in which, after a flood or an earthquake, the network infrastructure

and relevant services become unavailable. In order to rescue people, civil protection teams

need to quickly set-up network links and provide various services, including basic commu-

nication, environmental monitoring, and medical services.

In both scenarios, a virtual network infrastructure is necessary to interconnect each

network site and provide service management facilities including service discovery, pre-

sentation, access and control. The target infrastructure should be able to add or remove

service components automatically and satisfy e-health or disaster service requirements.

Basically, doctors or civil protection operators do not have the skills to configure new

networks including body or environmental sensors and to enable service discovery mecha-
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nisms. Hence, autonomy and self-configuration capabilities are key features of the technolo-

gies to adopt for the collaboration framework, which should assure minimal intervention

by the end users.

Service discovery is an important feature for management of a service network. It is

responsible for detecting new devices and service instances when they come into commu-

nication range or leave the environment.

With policy-driven mechanisms, service discovery can be easily adapted to different

applications and support self configuration features. In a typical service discovery architec-

ture, requests to discover new components are periodically broadcast. In turn, any discov-

erable component can share its own services by sending a message which includes synthetic

information on the provided services and how to access them such as its identifier, network

address (or domain name), device type and list of offered services.

The device can then be queried to obtain its complete profile, which describes the char-

acteristics of the services it provides, any credentials it offers along with other potentially

useful information. In general, each component has its own policies specifying how to re-

spond to discovery requests.

In this Chapter we will describe a novel efficient and reliable intranet, combining the

concept of VPN (Virtual Private Network) remote access with local resources and service

discovery, based on UPnP extension with the open source OpenVPN [49, 50] framework.

This is based on a model, i.e. “Tunneling with Service Discovery”, for accessing local

services from a remote network. The model enables the interworking of multiple networks

so that users can transparently access the advertised services in any of the networks as if
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they were local services provided within a single physical network. The model also allows

One-way Access, Multi-Network Access and Multi-Stage Access with a simplified network

configuration.

3.2 UPnP Standard

Home network is started for share of resources, remote education, remote treatment,

home automation, and multimedia services at home (see Figure 3.1). An effective mid-

dleware is needed to control the home appliances regardless of home network and sensor

technologies applied, like ZigBee (IEEE 802.15.4) and the UPnP (Universal Plug and Play).

Figure 3.1: Home network.

The emerging protocol UPnP [51] for device/service discovery and control can be ex-
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ploited to build a collaborative framework in a Local Area Network. For example, on-body

and environmental sensors are largely used for conveniently monitoring patients in emer-

gency environment, by UPnP self configuration features. UPnP technology allows patients

or medical personnel without technological expertise to deploy a self adaptive body-area

network.

The UPnP extends the plug and play concept to the networking based on the stan-

dard Internet Protocol. The UPnP is an architecture for pervasive peer-to-peer network

connectivity of intelligent appliances, wireless devices, and PCs. UPnP is a distributed,

open networking architecture that leverages TCP/IP and the Web technologies to enable

seamless proximity networking.

However, though UPnP is able to quickly establish a local network, it provides no

support for conveniently and securely integrate a local service network to external networks,

and enable exporting of service discovery out of a LAN. This issue represents the main

aspect discussed in this Chapter. Our focus is to enlarge UPnP context and to extend its

service discovery and control capabilities to a WAN (Wide Area Network) scenario, where

multiple UPnP networks are interconnected into a reliable intranet.

3.3 UPNP extension with OpenVPN

A fundamental element for supporting UPnP WAN extension is the Residential Gateway

(RG). The RG is typically a “zero-admin system”, which is secure and functions as a

gateway between local and remote networks.

Remote access technologies, such as Virtual Private Networks (VPNs) [52], are widely
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used to access a remote local area network through Internet. VPN realizes a virtual local

network across multiple physical networks. Various frameworks can be used to realize a

VPN, including JXTA [53, 54], OSGi [55, 56], OpenVPN [49, 50], in addition to solutions

based directly on IPSec [57].

OpenVPN [49, 50] is a free and open source Virtual Private Network (VPN) program for

creating point-to-point or server-to-multiclient encrypted tunnels between host computers.

It is able to establish direct links between computers across Network Address Translators

(NATs) [58] and firewalls. As a matter, NATs and firewalls have spread through Internet,

and most local-area networks has become not accessible directly from a remote network.

The choice to use OpenVPN is because it is particularly easy to install and robust for

deployment of an overlay network across multiple networks.

It allows to pass through firewalls and has bridging features to establish an overlay net-

work using Ethernet interfaces. It is a full-featured Secure Sockets Layer (SSL) VPN-based

solution which can accommodate a wide range of configurations, including remote access,

site-to-site VPNs, Wi-Fi security, and enterprise-scale remote access solutions with load

balancing, failover, and fine-grained access-controls. It implements OSI layer 2 or 3 secure

network extension using the industry standard SSL/TLS protocol, supports flexible client

authentication methods based on certificates, smart cards, and/or 2-factor authentication.

OpenVPN also allows user or group-specific access control policies, using firewall rules

applied to the VPN virtual interface.



Project: Seamless roaming (mobile-home, mobile-office) 138

3.3.1 Proposed architecture

Our goal is to offer a model to extend UPnP service environment from a single LAN to mul-

tiple LANs (Figure 3.2). As a solution, we have joined distinct UPnP LANs with tunneling

mechanisms provided by OpenVPN. Using UPnP is it possible to automatically maintain

a list of services in a local network, which is regularly updated by service discovery. Open-

VPN establishes IP tunnel across multiple physical LANs which are then interconnected

into a single virtual LAN where any host can discover and access all the available services

in any other hosts in the physical LANs, i.e. UPnP VPN (UVPN).
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Figure 3.2: Virtual UPnP LAN on multiple physical LANs.

An OpenVPN tunnel (Figure 3.3) make it possible to relay traffic, either for service

discovery and control signalling or for data packets, between two LANs. Namely, a tunnel

propagates all traffic by means of specific relay agents placed at both ends of the tunnel,

i.e. the OpenVPN server and the OpenVPN client, which enable communication between

nodes in distinct LANs without the internal addressing architecture of each LAN being

disclosed.

The OpenVPN server (Figure 3.4) realizes the RG (Residential Gateway) in our model,
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as it provides access to services in a local network to remote nodes from another network.

An OpenVPN client (Figure 3.4) in a local UPnP network uses the network address of a

OpenVPN server in a remote UPnP network to create a tunnel entry point for each service

available in the remote UPnP network.

In turn, the OpenVPN client advertises the available remote services to its local network

using UPnP service discovery. Hence, the advertised services look like local services offered

by the OpenVPN client to hosts within the client’s local network, and thus, the hosts can

access the services transparently without noticing that they are actually provided from a

remote network through the OpenVPN client. From the point of view of a host providing

a service, a service request from a remote network looks as coming from the OpenVPN

server in the same local network since it is relayed from the remote OpenVPN client to the

local OpenVPN server before reaching the host.
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Figure 3.3: Secure Tunneling between UPnP networks with OpenVPN.

3.4 Test-bed Description

We set up a test environment in order to validate the architecture presented in Section 3.3.

Namely, the NAT transversal capability of OpenVPN was demonstrated in order to fully

support UPnP signaling across multiple networks. UPnP services were managed using
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Figure 3.4: Remote access to a UPnP network with OpenVPN.

UPnP Intel Tools [59, 60].

The basic configuration which was used included the following network UPnP-enabled

nodes:

• two laptops (LP 1 and LP 2) with Wi-Fi interfaces;

• an Access Point (AP) with Wi-Fi, and Ethernet interfaces;

• a Residential Gateway (RG) with Ethernet, and ADSL interfaces;

• a tablet PC with an ADSL interface;

• a PDA (Personal Digital Assistant) with GPRS/UMTS interfaces.

For implementing tunneling mechanisms, we set up a point to point connection with

SSL/TLS adopting TAP 1 virtual interfaces that allow the exchange of encrypted packets

in broadcast mode (essential for UPnP operation) and the establishment of point-to-point

connection between client and server.

To secure the wireless network link between the OpenVPN client and server we built a
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full PKI (Public Key Infrastructure). This infrastructure is very scalable and flexible. The

servers and all clients must trust a single CA (Certification Authority). All keys/certificates

which are rooted at this CA are used to negotiate and validate a TLS connection channel.

Separate random session keys are negotiated over this channel and used for the tunnel.

The implemented testbed environment is depicted in Figure 3.5. It includes a local

Wi-Fi area interconnected using two external networks via ADSL and UMTS links. LP1

and LP2 belong to the same physical IEEE 802.11 network. They have been configured

as UPnP-enabled nodes and include a UPnP Media Server [61] device storing multimedia

contents. They are interconnected by means of the access point.

Secure Internet access is provided through the RG node running an OpenVPN Server,

which enables the interworking with remote OpenVPN clients. The Tablet PC and PDA

are UPnP-enabled devices including AV Media Renderers [61] devices for playing multime-

dia files. They are able to communicate with the LAN area from two external networks, i.e.

ADSL and UMTS respectively and have an OpenVPN client running. By virtue of Open-

VPN, the UPnP service discovery messages generated by all these nodes can propagate

beyond the LAN area and reach the other physical networks.

It is worth noticing that in Figure 3.5, the RG, the PDA and the Tablet PC have a

network address of the same subnet 10.3.0.xxx. These are not the actual public addresses

of the nodes, they are rather used to identify the end-points of the tunnels of the OpenVPN

overlay network. This scenario can be regarded as representative of a user with UPnP

devices located in a local area and controlling them remotely while on the move (using a

PDA as client) or from a remote office (using a Tablet PC as client).
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We tested remote control of UPnP devices through Tablet PC and PDA. We first verified

that both UPnP service discovery and service export propagated in the extended network

area as if in a single LAN. Afterwards, we tested UPnP remote service access through Tablet

PC and PDA. Namely, Tablet PC and PDA discovered the multimedia files in LP1 and LP2

and established a connection to the WLAN area to play the discovered contents remotely

in streaming mode. Therefore, Tablet PC and PDA located in two external networks were

able to discover, remotely control and use the services inside the virtual LAN area as if

all nodes were in the same physical network. In this sense, we were able to prove that

using OpenVPN, we effectively realized an UVPN (UPnP Virtual Private Network), which

extended the scope of the services located in separate UPnP networks in the Internet.

Future work is focusing on the development and testing of a vertical policy-based handoff

mechanism (Figure 3.6), driven by parameters such as RSSI (Received Signal Strength

Indication), Quality-of-Service (QoS) parameters such as throughput, delay, jitter, packet

loss probability) or monetary cost for streaming services. The vertical handoff scenario

occurring in an UVPN is represented in Figure 3.6.

We have proposed a technological solution to implement a collaborative framework

which can support virtual team environments in the context of various application do-

mains, such as e-health or disaster recovery virtual teams. In order to realize a network

infrastructure for collaborative work, we have selected two main reference technologies, i.e.

UPnP and OpenVPN. UPnP allows convenient discovery, access and control of resources

and services in a network. However, its operation is currently limited to a LAN environment

as it extensively use broadcast of signaling. OpenVPN makes it possible to interconnect
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Figure 3.5: Testbed scenario: UPnP devices communication across heterogeneous access
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multiple UPnP networks in a single virtual LAN environment through IP tunnels and

realize UVPN. In this work, we have proposed a reference architecture using UPnP and

OpenVPN and validated it with a testbed environment realizing a UVPN. Namely, with

our prototype we have demonstrated OpenVPN capability to transverse NAT/gateway in

remote LANs and support UPnP signaling over a large heterogeneous virtual LAN.
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Chapter 4

VANETs

4.1 Introduction

In this Chapter 4, we will describe the main behavior and characteristics of Vehicular Ad

Hoc NETworks (VANETs), and which are the main open issues in such research theme.

Mobility and connectivity management in VANETs represent novel challenging prob-

lems, due to variable and random nature of such networks. Speed and different vehicles’

densities cause disconnection periods, where vehicles are not able to communicate between

them.

Vehicle-to-Vehicle (V2V), and Vehicle-to-Infrastructure (V2I) are the main two proto-

cols for communications in VANETs. Each of them presents pro and contro, due to main

aspects, like vehicles density, speed, infrastructure network topology, kind of technologies

available on vehicles, and so on.

After depicting how VANETs work (Section 4.2), the IEEE 802.11p standard employed

for vehicle-to-vehicle communications (Section 4.3), the protocols V2V and V2I, and the

behaviour of VANETs as Delay Tolerant Networks (Section 4.4), in Section 4.5 we address
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on a novel communication protocol which opportunistically exploits both V2V and V2I.

It is called as V2X [7] that means a vehicle can be connected both via V2V and V2I,

according to a switching protocol decision, (Subsection 4.5.1).

We show by simulation results that V2V is well employed in dense traffic scenarios,

while V2I is preferred to V2V in sparse traffic scenarios.

Moreover, the V2X protocol is based on local information, that is forwarded in the

VANET via multihop and gives the knowledge of traffic density. Then, particular vehi-

cles equipped with traditional cellular and wireless network interface cards (i.e. UMTS,

HSDPA, Wi-Fi, WiMAX, etc.) are able to be directly connected to Access Point or Base

Stations (generally called as Road Side Units) displaced near the roads. The information

of neighboring Road Side Units is obtained by the Infrastructure Connectivity parameter.

The effectiveness of V2X is also described by an improvement of message propagation

rates. In Section 4.6 we will deal with a novel solution for opportunistic forwarding network-

ing applied in VANETs. After defining the minimum and maximum bounds for message

propagation rates in Section 4.7, we illustrate a novel message propagation algorithm based

on V2X protocol in Subsection 4.7.1. In Subsection 4.7.2 simulation results are compared,

with respect to traditional opportunistic networking adopted in VANETs, [62].

Finally, in Section 4.8 we briefly introduce a novel satellite-based service for safety

applications in VANETs. More details are described in [9].
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4.2 Vehicular Ad Hoc NETworks

Vehicular communication is considered as an enabler for driverless cars of the future [63].

Presently, there is a strong need to enable vehicular communication for applications such

as safety messaging, traffic and congestion monitoring and general purpose Internet access.

VANETs is a term used to describe the spontaneous ad hoc network formed over vehicles

moving on the roadway. Vehicular networks are fast emerging for developing and deploying

new and traditional applications.

VANETs are characterized by high mobility, rapidly changing topology, and ephemeral,

one-time interactions. Applications such as safety messaging are near-space applications

where vehicles in close proximity, typically of the order of few meters, exchange status infor-

mation to increase safety awareness. The aim is to enhance safety by alerting of emergency

conditions. The messaging has strict latency constraints, of the order of few milliseconds,

with very high reliability requirements.

In contrast, applications such as traffic and congestion monitoring require collecting

information from vehicles that span multiple kilometers. The latency requirements for

data delivery are relatively relaxed, i.e. they are “delay-tolerant”, however, the physical

scope of data exchange is much larger. Finally, general purpose Internet access requires

connectivity to the backbone network via infrastructure such as road-side access points.

These are illustrated in Figure 4.1, [64].

Recent advances in the area of Intelligent Transportation Systems (ITS) have developed

the novel Dedicated Short Range Communication (DSRC) protocol, which is designed to

support high speed, low latency Vehicle-to-Vehicle (V2V), and Vehicle-to-Infrastructure
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Figure 4.1: Data exchange in the VANET environment.

(V2I) communications, using the IEEE 802.11p and Wireless Access in Vehicular Environ-

ments (WAVE) standards [65].

In 1999, the Federal Communication Commission (FCC) allocated a frequency spectrum

for V2BV and V2I wireless communication. DSRC is a communication service that uses

the 5.850 − 5.925 GHz band (5.9 GHz band) for the use of public safety and private

applications [66].

The allocated frequency and newly developed services enable vehicles and roadside

beacons to form VANETs in which the nodes can communicate wirelessly with each other

without central access point.

VANETs consist of a number of vehicles traveling, and capable of communicating with

each other without a fixed communication infrastructure. Therefore, VANETs are a special

case of Mobile Ad-Hoc Networks (MANETs). Basically, both VANETs and MANETs are

characterized by the movement and self-organization of the nodes.

However, due to driver behavior, and high speeds, VANETs characteristics are funda-

mentally different from typical MANETs. VANETs are characterized by rapid but some-

what predictable topology changes, with frequent fragmentation, a small effective network
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diameter, and redundancy that is limited temporally and functionally.

In VANETs, there is no significant power constraint and nodes can recharge frequently.

They are also characterized by highly mobile nodes, potentially large-scale network and

variable network density.

VANETS are considered as one of the most prominent technologies for improving the

efficiency and safety of modern transportation systems. For example, vehicles can commu-

nicate detour, traffic accident, and congestion information with nearby vehicles early to

reduce traffic jam near the affected areas. VANETs applications enable vehicles to connect

to the Internet to obtain real time news, traffic, and weather reports. VANETs also fuel

the vast opportunities in online vehicle entertainments such as gaming and file sharing via

the Internet or the local ad hoc networks.

Many factors can describe the topology of a VANET, such as the traffic density (i.e.,

well-connected, sparsely-connected, and totally disconnected neighborhood [38]), the vehi-

cles speed (i.e., low, medium, and high speed), and the heterogeneous network environment

(i.e., the technologies of wireless networks around the VANET and their deployment).

In [38] Tonguz et al. introduce three routing parameters in order to label a vehicle driv-

ing in a VANET, on the basis of the vehicle’s connectivity with other vehicles in its vicinity,

for traffic scenarios in a VANET with V2V communications. No roadside infrastructure has

been introduced, and vehicular communications are limited by V2V protocol. As a con-

sequence, in totally disconnected neighborhood, vehicle communications can be provided

just by V2I protocol. Roadside infrastructure is introduced by Mak et al. in [67], though

it is limited to homogeneous network scenarios. In order to provide high bandwidth for
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non-safety applications, the authors present a Medium Access Control protocol to support

the multichannel operation for DSRC over IEEE 802.11 links, and no tradeoff between the

use of V2V and V2I has been proposed.

In [68] a novel communication paradigm for vehicular services has been introduced.

Santa et al. [68] consider both V2V protocol, and V2I connections; the infrastructure is

limited to a basic cellular network, but no HWNs have been considered. Though V2V

and V2I can be adopted in the same vehicular environment, the two protocols are not

designed to cooperate for aiming vehicular communications. Similarly, Hung et al. in [69]

introduce a HWNs infrastructure, by integrating a Wireless Metropolitan Area Network

(WMAN) with VANET technology, but again, no cooperation between V2V and V2I has

been proposed. In contrast, our focus is based on integration between V2V and V2I, as

previously depicted by Miller in [70], though in [70] it is strongly limited by a centralized

network topology of the infrastructure, where just a single vehicle is able to communicate

with a RSU.

4.3 IEEE 802.11 p standard

The allocation of 75 MHz in the 5.9 GHz band for licensed DSRC in US may enable future

delivery of rich media content to vehicles at short to medium ranges via V2I links [71].

Figure 4.2 shows the 75 MHz spectrum allocation in the 5.9 GHz band by the FCC in

1999 for DSRC. There are provisions for three types of channels, i.e. V2V channel (ch172),

control channel (ch178), and V2I service channel (ch174, 176, 180, 182).

An IEEE working group is investigating a new PHY amendment of the 802.11 standard
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Figure 4.2: 5.9 GHz DSRC band plan with 10 MHz channels.

designed for VANETs: the Wireless Access in Vehicular Environments (WAVE), which is

referred to as IEEE 802.11p [72], and [73].

Requirements for this amendment are mostly coming from vehicular Active Safety con-

cepts and applications (communications among vehicles or between vehicles and road in-

frastructures), where reliability and low latency are extremely important. IEEE 802.11p

should work in the 5.850− 5.925 GHz spectrum in North America, which is a licensed ITS

Radio Services Band in the US.

By using the OFDMmodulation, it provides both V2V and V2I wireless communications

over distances up to 1000 m in scenarios with high velocities (up to 200 km/h), fast

multipath fading and different scenarios (i.e. rural, highway, and city).

Operating in 10MHz channels, it should allow data payload communication capabilities

of 3, 4.5, 6, 9, 12, 18, 24, and 27 Mbit/s, while using the optional 20 MHz channels, it

achieves data payload capabilities up to 54 Mbit/s.

It is possible to directly use WLAN MAC standards for VANETs. However, the outcome
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might not be satisfactory since, these mechanisms are designed without having mobility in

mind. The network topology changes frequently and very fast.

Several protocols have been proposed that inherit certain parts of the existing stan-

dards but try to solve some aforementioned aspects by adding new features. IEEE 802.11

MAC [71] is based on CSMA/CA and the interframe spacing system.

The protocol is optimized by adjusting the CW dynamically to meet predefined require-

ments, such as maximum saturation throughput, weighted fairness, bounded delay, and

differentiated QoS. The 802.11 MAC standards can overcome the hidden terminal problem

in VANETs. But unfortunately, while waiting for the new IEEE 802.11p version, through-

put decreases quickly in loaded and/or large networks. And because of the CSMA/CA

mechanism, 802.11 cannot guarantee a deterministic upper bound on the channel access

delay, which makes 802.11 not suitable for real-time traffic. Ad Hoc MAC is based on a

slotted frame structure that allows for a reliable one-hop broadcast service. It easily avoids

the hidden terminal problem and guarantees a relatively good QoS, which is important for

real-time traffic.

It works independently from the physical layer, and can be used over the 802.11 physical

layer by providing a frame structure. Relative to the IEEE 802.11 standard, the main

disadvantage of ADHOC MAC is that the medium is not used efficiently, and the number

of vehicles in the same communication coverage must not be greater than the number of

the time slots in the frame time.

IEEE 802.11 will handle high mobility better and does not need time synchronization,

while ADHOC MAC should allow higher reliability, QoS, and real-time compatibility. So,
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a combination of the IEEE 802.11 standard and ADHOC MAC can provide a good and

more complete solution for VANETs.

Directional-antenna-based MAC mechanisms can improve the network throughput by

decreasing the transmission collisions and increasing the medium reuse possibilities. But

inexpensive implementations of practical directional antenna systems are missing, which

consequently makes it difficult to test and validate real directional communications over

VANETs and prove these potential benefits.

4.4 Delay Tolerant Networks

A key observation in the VANET environment is the time-varying traffic density of vehicles

on the roadway. The traffic density of vehicles on the roadway varies in time (day and night),

and space (urban and rural area). Urban areas tend to be densely populated while rural

areas have sparse traffic. Thus, connectivity in the network varies between extremes of

fully connected network and a sparse network with several partitions. Furthermore, it has

been shown by empirical observation, vehicles tend to travel in blocks that are separated

from each other (i.e., in networking terms, the nodes are partitioned from each other). As

a result, message propagation in the network is constrained by the occurrence of partitions

between nodes. A partitioned vehicular network is illustrated in Figure 4.3(a) [64].

Time-varying connectivity in VANETs is exploited in order to opportunistically bridge

the partitions in the network, and thus to connect vehicles. When vehicles traveling in one

direction are partitioned, vehicles that are traveling in the opposing direction are used to

bridge, as illustrated in Figure 4.3(b).
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Figure 4.3: Delay tolerant network (DTN) messaging in VANET scenario. (a) Network is

partitioned, and vehicles are unable to communicate. (b) Topology changes,

and connectivity is finally achieved.

This transient connectivity can be used irrespective of the direction of data transfer,

eastbound or westbound. However, it is important to note that this connectivity is not

always instantaneously available. Partitions exist on either side of the roadway and in a

sparse network there are large gaps between connected subnets.

The application of Delay Tolerant Networking (DTN) is employed in VANETs, specially

for store-carry-forward mechanism and custody transfer mechanism that enable directed

dissemination of data [74], [75].

The scope and requirements of applications vary significantly, and existing techniques

do not essentially apply. Ongoing efforts are aimed at standardization of protocols and

techniques to implement V2V, and V2I communications.

Network connectivity to on-board computers can be also provided via preexisting cel-

lular and Wi-Fi cells, due to new emerging technologies, Heterogeneous Wireless Net-
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work (HWN) scenarios, and multi-mode devices with several network interface cards (e.g.,

iPhones, smartphones, Personal Digital Assistant (PDA), etc.) [76]. For this purpose, In-

telligent Vehicular Ad-Hoc Networking (InVANET) defines a smart novel way of using

vehicular networking by integrating on multiple wireless technologies, such as 3G cellular

systems, IEEE 802.11, and IEEE 802.16e, for effective V2I communications [76].

Challenges in enabling inter-vehicle communications include high mobility rates of vehi-

cles, large topology of the network and time-varying connectivity. There are several models

discussed in related work for interconnecting vehicles on the roadway.

Dedicated Short-Range Communication (DSRC) multi-hop mode is used for V2V com-

munications, and exploits the flooding of information of vehicular data applications [66].

Though V2V (DSRC) is envisioned by many investigators as the “traditional” protocol for

VANET, connectivity disruptions can occur when vehicles are in sparse (i.e., low density)

and totally disconnected scenarios.

An infrastructure-based model utilizes existing or new infrastructure such as cell towers

or access points (Wi-Fi) to enable messaging. Therefore V2I can represent a viable solution

for some applications to bridge the inherent network fragmentation that exists in any multi-

hop network formed over moving vehicles, through expensive connectivity infrastructure.

More in general, Drive-thru Internet systems represent those emerging wireless technolo-

gies providing Internet connectivity to vehicles, by temporarily connections to an access

point when a vehicle cross a wireless network [77].

V2V and V2I communication technology has been developed as part of the Vehicle

Infrastructure Integration (VII) initiative [78]. The VII project considers the network in-
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frastructure as composed by several Road Side Unit (RSU) systems, each of them equipped

with a 5.9 GHz DSRC transceiver (for communications between vehicles and RSUs), and

a GPRS interface (to forward messages to the backbone networks) [78].

Due to different traffic scenarios (i.e. dense, sparse or totally disconnected traffic neigh-

borhoods [38]), vehicles in VANETs move in clusters and form interconnected blocks of

vehicles, [79]. As a consequence, vehicular connectivity is not always available, and mes-

sages can be lost or never received.

Opportunistic forwarding can be applied in VANETs in order to achieve connectivity

between vehicles, and to forward information [62], [66], and [79]. Message propagation

occurs through links built dynamically, where any vehicle can be used as next hop, and

provided to forward the message to the final destination. V2V communications exploit

connectivity from other neighboring vehicles, by a bridging technique [62].

Many authors have addressed the analysis of message propagation in VANETs. There are

some existing routing protocols that have been explored for applications in this domain but

they only focus on traditional characteristics in vehicular networks, such as mobility, traffic

density, vehicle direction, and location information. This scenario represents traditional

vehicular communications via V2V [62].

In [80] Resta et al. deals with multi-hop emergency message dissemination through a

probabilistic approach. The authors derive lower bounds on the probability that a vehicle

correctly receives a message within a fixed time interval. Similarly, Jiang et al. [81] introduce

an efficient alarm message broadcast routing protocol, and estimates the receipt probability

of alarm messages that are sent to vehicles.
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Other works [82], and [83] analyze the message propagation model on the basis of

the main VANET characteristics, such as number of hops, vehicle position, mobility, etc.

Yousefi et al. [82] consider a single-hop dissemination protocol, based on Quality-of-Service

metrics. In [83] a robust message dissemination technique is based on the position of

the vehicles. Finally, Nadeem et al. [84] present a model of data dissemination based on

bidirectional mobility on defined paths between a couple for vehicles.

In all previous works data traffic is disseminated through only vehicles communicating

via V2V. No network infrastructure and V2I protocol have been considered. The use of a

vehicular grid together with an infrastructure has been discussed in [85], and [86], where

benefits of using the opportunistic infrastructure displaced on the roads are analyzed. Our

approach relays on the network scenario depicted by Marfia et al. in [85], but we propose

a novel protocol that provides switching from V2V to V2I, and vice versa. We expect that

the message propagation via V2X be improved by a correct use of vehicular communication

protocols (i.e., V2V and V2I).

4.5 Vehicular-to-X Protocol

In this vision, a novel hybrid communication protocol takes place in order to maintain

connectivity between vehicles moving in a VANET [7]. The proposed technique is named

as Vehicular-to-X (V2X), which is based on both V2V and V2I in a vehicular networking

environment.

The goals are to exploit multi-hop communications when available (via V2V), and also

employ communications with network infrastructure (via V2I). A vehicle should be con-
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nected via V2V or V2I on the basis of instantaneous protocol decision process, which

considers traditional vehicular network attributes (i.e. traffic density, and message direc-

tion), and also network connectivity (i.e., deployment of neighboring wireless access points,

and resource utilization).

We refer to a network scenario with traditional delay tolerant networking between vehi-

cles traveling on a highway, and a network infrastructure with overlapping heterogeneous

wireless cells (i.e. UMTS, WiMAX, Wi-Fi, GPRS, etc.) for vehicular communication sup-

port, in order to avoid a lack of instantaneous connectivity between vehicles. On the basis of

a protocol switching decision metric, the proposed protocol allows vehicles to communicate

in two different ways, such as V2V, and V2I. For this purpose, we introduce an optimal

path selection technique that matches the more appropriate communication protocol for a

link between a vehicle and a RSU.

The proposed V2X technique deals with a hybrid protocol to aim both between vehi-

cles (i.e., V2V), and from vehicles to the infrastructure (i.e., V2I) communications. The

cooperation and coexistence of these two different methods can assure a good connectivity

in VANET scenarios. As a matter, in sparsely-connected and totally-disconnected neigh-

borhoods, V2V communications are not always available [66], and the V2I represents a

solution in order to avoid dropped connections.

In our goal, we extend the three traditional traffic density scenarios, as depicted in [38],

with a HWN infrastructure with overlapping wireless cells. No fixed displacement of access

points in the ground has been considered, as assumed in [87]; we want to represent a real

outdoor and urban network scenario, where wireless networks are overlapping, and partially
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or totally covering the VANET (see Figure 4.4).

�

Figure 4.4: Heterogenous wireless network scenario, with different network technologies

and overlapping wireless cells.

Three main communication models characterize a VANET [88]. In this paper, we deal

with the hybrid model in which several RSUs of different wireless technologies are deployed

in order to partially cover a given area. In the proposed V2X protocol, each vehicle can

communicate via V2V or V2I, on the basis of a decision taken by the vehicle itself.

The V2X protocol exploits both the V2V and the V2I connectivity, and the switching

from one to the other is performed on the basis of a switching decision metric. The local

information comprises the key data defining the network scenario. The local information

describes the traffic density as directly experienced by the vehicle, and can be established

by periodic “hello” messages, sent in the vehicular network [38].

Each vehicle continuously monitors its local connectivity by storing the received broad-

cast messages. Assuming local information as global provides knowledge about topology

and traffic of the network scenario. Obviously, the network scenario is updated on the basis
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of vehicle’s mobility pattern. By assuming a preexistent network infrastructure, we define

a routing parameter, called as Infrastructure Connectivity (IC), which gives information

about the actual vehicle ability to be directly connected with an RSU.

If a vehicle has IC = 1, then the vehicle is inside the radio coverage of a wireless cell

and it is potentially able to directly connect to the RSU associated with the neighboring

wireless cell. It does not mean that the vehicle is connected with the RSU, but just that it

is under wireless cell coverage. Moreover, if a vehicle is in the range of more than one RSU,

then the value of IC will be always 1. So, IC is not representative of how many wireless

cells are near the vehicle, but just that there are available neighboring wireless cells. If

IC = 1, then the vehicle can enhance its connectivity in order to:

(a) Store messages to the RSU,(i.e., specially for sparsely or totally disconnected sce-

narios);

(b) Receive messages from the RSU, (i.e., specially for sparsely or totally disconnected

scenarios);

(c) Work as a “bridge” to connect other vehicles moving in the same cluster directly to

the RSUs (i.e., specially for locally dense traffic scenarios).

Finally, the value of IC is set to 0 when no wireless cell is near the vehicle.

4.5.1 Protocol Switching Decision metric

After describing the network scenario, in this subsection we deal with a protocol switching

decision metric, which evaluates if and when to employ the V2V and the V2I protocols.
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As V2X is based on both V2V and V2I, we assume that a vehicle is in a state s when

is connected via V2V, or V2I protocol, respectively.

Let S be a set of two states S = {sV2V, sV2I}, where:

• sV2V represents the state “connected via V2V”, that means a vehicle is connected

to the vehicular network and served by V2V protocol. This state does not carry on

any information about neither the actual density traffic scenario or the presence of

candidate neighboring wireless networks;

• sV2I represents the state “connected via V2I”, that means a vehicle is connected to a

neighboring wireless network and served by V2I protocol. This state does not give any

information about the actual density traffic scenario. The protocol switching from a

serving protocol to a new one (i.e. from V2V to V2I, or vice versa) is expressed by

an action a, which represents a state switching.

Figure 4.5 shows the relationships among states and actions.

SV2V SV2I

a1

a2a2

a1

Figure 4.5: Relationship among states and actions, for protocol switching decisions in

V2X.

Let us consider A as a set of two actions S = {a1, a2}, where:

• a1 represents the decision Make-a-Protocol-Switching (i.e. called as MPS) taken by
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the vehicle to switch from V2V to V2I, and vice versa;

• a2 represents the decision Maintain-the-Serving-Protocol (i.e. called as MSP) taken

by the vehicle. It means that the vehicle does not change the serving protocol.

Several factors can affect the choice of an action a, such as (i) the value of the Infras-

tructure Connectivity parameter, (ii) the candidate neighboring wireless networks, and

(iii) the traffic density, such as:

(i) If a vehicle is served by V2V and has the IC = 1, then a protocol switching decision

can be taken in order to switch to V2I (i.e., by MPS action). Otherwise, if IC = 0,

no wireless cell is available near the vehicle, and then it will be just served by the

V2V if still available (i.e., by MSP action);

(ii) If a vehicle has IC = 1, then one or more neighboring wireless networks are available.

The vehicle should choose the more appropriate network according to its require-

ments, and then perform an MPS action;

(iii) If a vehicle is in a dense or sparse traffic neighborhood and has IC = 1, it could

decide for both the two actions, (i.e. MPS, and MSP). While if a vehicle is in a

totally disconnected neighborhood and has IC = 1, it should decide for a MPS and

be connected to V2I.

As we can notice, the protocol switching decision is a big deal to take into account.

In order to consider and obtain the more appropriate protocol switching decision, in the

following Subsection 4.5.2 we are defining our optimal path selection technique.
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4.5.2 Optimal path selection technique

Our optimal path selection technique represents a policy in order to decide for the optimal

vehicular communication protocol between two end nodes. In [89] Kherani et al. present

an optimal path criterion, but no channel measurements have been considered. In contrast,

the proposed optimal path selection technique is based on a total cost function, that is a

linear combination of two physical parameters, such as (i) the radio resource utilization

time, and (ii) the time interval needed to transmit a message over a path. An optimal

path connecting the i-th vehicle to the k-th RSU via multi-hop is selected on the basis of

a minimization process of the total cost function.

This technique gives information about how a vehicle can be connected to a particular

RSU, which is placed along the same moving direction of the vehicle; moreover, this crite-

rion does not depend on the particular technology of the wireless cell. Figure 4.6 depicts

our case study. Vehicle A is the source of message propagation to the RSU of a wireless

cell. The vehicle A with IC = 0 can communicate with its next one-hop neighbors via V2V,

in order to reach the RSU.

Two paths to RSU are drawn: the first one is from vehicle A to B, C, and finally RSU;

the second one is from vehicle A to D, E, F, G, and then RSU.

For the connectivity link from the i-th to the j-th vehicle we define as link utilization

time δ(i,j) the time needed to transmit a message of length L [bit] from the i-th to the j-th

vehicle, such as

δ(i,j) =
L

f(i,j)
, (4.1)

where f(i,j) is the actual data rate for a particular link [Mbit/s]. We note that, for a link
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�

Figure 4.6: Multi-hop scenario.

Figure 4.7: Data Rate Reduction depends on the distance from a vehicle to the RSU.

Table 4.1: Data Rate Reduction factor versus the path length

Wireless Network Rcell Distance vehicle-RSU Data Rate Reduction

Wi-Fi 120 m [0, 50) m 10%

[50, 80) m 15%

[80, 100) m 30%

UMTS 600 m [0, 300) m 20%

[300, 400) m 25%

[400, 600) m 35%
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between a vehicle and an RSU, f(i,j) can be obtained by the nominal data rate
�

f (i,j) by

applying a Data Rate Reduction factor (i.e. ρ(i,j)) that depends on the distance from the

vehicle to the RSU, namely:

f(i,j) = ρ(i,j)

�

f (i,j). (4.2)

Table 4.1 collects our assumptions for the Data Rate Reduction factor, where Rcell

is the wireless cell range corresponding to the nominal data rate
�

f (i,j) for a given access

technology. The Data Rate Reduction factor increases when a vehicle is laying in the bound

of a wireless cell.

Let us consider a cluster C composed by a set S of vehicles (i.e., S = 1, 2, . . . , n).

Moreover, m RSUs (i.e., m < n) are displaced in the network scenario as depicted in

Figure 4.4. Each vehicle is assumed to be able to communicate with all the other vehicles

around it via V2V, on the basis of a connectivity bond expressed in [88]. We also assume

that not all the vehicles in the cluster are able to connect to an RSU via V2I (e.g. not

all the vehicles have an appropriate network interface card and/or are in the range of an

RSU), but only a subset of them S′ = {1, 2, . . . , l} ⊂ S, with l < n.

Let N[n×n] be the matrix of the V2V transmitting data rates between vehicles in the

cluster C (i.e., for f(i,j) �= 0, for i �= j, and for f(i,j) = 0 for i = j, with i, j = {1, 2, . . . , n}),

N[n×n] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 f(1,2) . . . f(1,n)

f(2,1) 0 . . . f(2,n)

. . . . . . 0 . . .

f(n,1) f(n,2) . . . 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4.3)
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Moreover, let M[n×m] be the matrix of V2I transmitting data rates,

M[n×m] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

f̃(1,1) . . . f̃(1,m)

f̃(2,1) . . . f̃(2,m)

. . . . . . . . .

f̃(n,1) . . . f̃(n,m)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (4.4)

where f̃(i,k) is the data rate associated to the link from the i-th vehicle to the k-th RSU

(e.g. links from grey vehicles to the RSU in Figure 4.6).

Elements f̃(i,k) in matrix M will be null when there is no connection between i-th

vehicle to k-th RSU. According to typical cellular systems like UMTS, a vehicle can be

simultaneously connected to more than one single RSU. So, we assume the index k for the

RSUs as k = {1, 2, . . . , h} with h < m. Then, as l vehicles have IC=1, for i = {1, 2, . . . , l},

and k = {1, 2, . . . , h}, will be not null.

From (4.3) and (4.4), we can define the matrix D[n×m] of transmitting data rates for

the i-th vehicle in the cluster C, as follows:

D[n×m] =
[
N[n×n]

∣∣M[n×m]

]
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 f(1,2) . . . f(1,n)

f(2,1) 0 . . . f(2,n)

. . . . . . 0 . . .

f(n,1) f(n,2) . . . 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

f̃(1,1) . . . f̃(1,m)

f̃(2,1) . . . f̃(2,m)

. . . . . . . . .

f̃(n,1) . . . f̃(n,m)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(4.5)

where each element represents the direct link from the i-th vehicle to the j-th vehicle, or

to the k-th RSU (i.e.,f(i,j), or f̃(i,k), respectively). As a consequence, a path from the i-th

vehicle to the k-th RSU will exist if for each hop that composes the path the transmitting

data rate is non-null. We also evince that the maximum number of directed links from a
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vehicle to an RSU is d = l · h, while the maximum number of different paths that can

connect the i-th vehicle to the k-th RSU is n · d.

Now, let us denote with Γ(k)
i,j the k-path from the i-th to the j-th node, either vehicle

or RSU, consisting in the sequence of M nodes
[
u

(k)
1 , u

(k)
2 , . . . , u

(k)
t , u

(k)
t+1, . . . , u

(k)
M

]
, with

u
(k)
1 = i , and u

(k)
M = j.

The path length for Γ(k)
i,j represents the number of hops M for a single path.

Let us assume a first partition of Γ(k)
i,j into Φk sets γ

(k)
ϕ , with ϕ = {1, 2, . . . ,Φk}; each

set consists of those μ
(k)
ϕ links sharing the same frequency band Fϕ [Hz], namely,

γ(k)
ϕ =

{(
uϕ1

, uϕ2

)
, . . . ,

(
uϕ

μ
(k)
h
−1

, uϕ
μ
(k)
h

)}
, ϕ = 1, 2, . . . ,Φk (4.6)

We note that each subset γ
(k)
ϕ is homogeneous with respect to the wireless technology and

standard, (e.g., IEEE 802.11p, GSM-GPRS, UMTS, HSDPA, UMTS LTE, WiMAX, etc.).

Then, for each set γ(k)
ϕ , let ν(k)

ϕ be the number of subsets η(k,ϕ)
S (i.e., s =

{
1, 2, . . . , ν

(k)
ϕ

}
),

such as

η(k,ϕ)
s =

{
q
(k,ϕ)
s,1 , q

(k,ϕ)
s,2 , . . . , q

(k,ϕ)

s,Z
(k,ϕ)
s

}
, (4.7)

where the s-th subset η
(k,ϕ)
S consists of those q

(k,ϕ)
s,ξ links

q
(k,ϕ)
s,ξ =

(
u

ζ
(k,ϕ)
s,ξ

, u
τ
(k,ϕ)
s,ξ

)
, ξ = 1, 2, . . . , Z(k,ϕ)

s (4.8)

for which simultaneous use of the wireless channel is not possible. This is for instance the

case of IEEE 802.11 links connecting a given node to its 1-hop neighbors.

Analogously to (4.1), for each set γ
(k)
ϕ we define as radio resource utilization time (i.e.,

Q
(k)
ϕ [s]) for a message of length equal to L [bit] the quantity:
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Q(k)
ϕ = Max

1≤s≤ν
(k)
ϕ

⎡
⎢⎣ ∑

q
(k,ϕ)
s,ξ ∈η

(k,ϕ)
s

L

f“
q
(k,ϕ)
s,ξ

”

⎤
⎥⎦ , (4.9)

where f“
q
(k,ϕ)
s,ξ

” represents the data rate for each link q
(k,ϕ)
s,ξ .

As it follows, for each path Γ(k)
i,j we define as weighted total utilization time (i.e. Q̃

(k)
i,j ,

[s]) the sum of each weighted radio resource utilization time that composes the path, such

as

Q̃
(k)
i,j =

Φk∑
ϕ=1

Cϕ · Q(k)
ϕ , (4.10)

where Cϕ is the relative cost associated to the ϕ-th frequency band. In general, the cost will

be proportional to the allocated bandwidth; moreover, it may also depend on the access

network technology (e.g., Wi-Fi, and UMTS).

In addition, let us denote with D
(k)
i,j the time needed to transmit over γ

(k)
i,j a message of

length equal to L [bit]. Apart from latencies introduced by node processing and queuing,

the following relation represents the delay factor D
(k)
i,j on a single link (i, j),

D
(k)
i,j =

Φk∑
ϕ=1

μ
(k)
ϕ −1∑
s=1

L

f(uϕs
,uϕs+1)

. (4.11)

Finally, we define Λ(k)
i,j [s] the total cost function associated to the path γ

(k)
i,j , as the linear

combination of the weighted total utilization time Q̃
(k)
i,j [s], and the delay D

(k)
i,j [s], such as

Λ(k)
i,j = αQ̃

(k)
i,j + (1 − α) D

(k)
i,j , (4.12)

where 0 ≤ α ≤ 1 is a weight given to Q̃
(k)
i,j with respect to the delay factor. Thus, for a given

pair of nodes (i, j), the selected path will be the one, among all the nd paths, minimizing

the total cost function. For different values of α (i.e., α = [0, 0.5, 1]), (4.12) becomes,
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Λ(k)
i,j =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

D
(k)
i,j , α = 0

αQ̃
(k)
i,j + (1 − α) D

(k)
i,j , 0 < α < 1

Q̃
(k)
i,j , α = 1

(4.13)

We will show simulation results evaluated for α = 0.

4.5.3 Simulation Results

In this Subsection we show results about our V2X protocol. Particularly we evaluate the

total cost function for the optimum path selection in two different network scenarios, such

as (i) a dense, and (ii) sparse traffic one.

In both cases, we have considered a set S of vehicles (i.e., S = {s1, s2, . . . , s10}), and

one RSU (i.e., an UMTS base station). We have also assumed S′ as a subset of vehicles

with a direct connection with an RSU, whose transmission rates have been chosen equal

to 1 kbits/s.

From (4.5) the matrix D[n×m] (i.e., with n = 10, and m = 1) has symmetric elements

given by D[n×n], (i.e., f(i,j) = f(j,i) in the transmission range [2.0, 4.25] kbits/s), while the

matrix M[n×m] is a single column with some null elements.

In the following, we list the main parameters employed in the simulations:

• In dense traffic scenario, f(i,j) are non-null, with i �= j;

• In sparse traffic scenario, few elements f(i,j) are null, for i �= j, depending on the num-

ber of vehicles connected with other vehicles. Through this information is unknown

a priori, we have assumed that a vehicle can learn about its neighboring vehicles.
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Table 4.2 collects the connection links that we have assumed, for each vehicle in

sparse traffic scenario (i.e. the value 1 means there is an available link, otherwise no

connection is available).

As defined in Subsection 4.5.1, the parameter IC is set equal to 1 when a vehicle is

inside a wireless cell range, while a vehicle with IC = 0 is connected via V2V if the radio

range is under 125 m [88].

Figure 4.8 depicts an example of connectivity for vehicles with IC = 0 (white vehicles),

and IC = 1 (grey vehicles) in a sparse traffic scenario. Vehicle #1 is connected only with

some vehicles, which are in its range of visibility (i.e., it means that the distance between

vehicle #1 and #5 is less than 125 m).

We have assumed that all the j-th even vehicles (i.e., j = 2, 4, 6, 8, and 10) have IC = 1,

while the l-th odd vehicles (i.e., l = 1, 3, 5, 7 and 9) have IC = 0. As a consequence, the

even vehicles represent a necessary hop for all the vehicles with IC = 0, in order to reach

the RSU, and send a message whose length is L (i.e., L = 300 [bit]).

By assuming five vehicles with IC = 0, and other five vehicles with IC = 1, the simulated

scenario has 50% of the vehicles potentially connected via V2I. The other 50% of vehicles

is totally/partially connected with other vehicles via V2V (in dense/sparse traffic scenario,

respectively).

In the simulation results, the maximum number of different paths for each vehicle is

5 (i.e., nd paths). The vehicles with IC = 1 can reach the RSU (i) through a direct link

(i.e. by using V2I), or (ii) via multi-hop for at least one hop (i.e. by using V2V). The

vehicles with IC = 0 can be connected to the RSU only through multi-hop (i.e., by using
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Table 4.2: Connectivity links in a sparse traffic scenario.

Vehicle ID 1 2 3 4 5 6 7 8 9 10

1 1 1 1 1 1 1 1

2 1 1 1 1 1 1

3 1 1 1 1 1 1

4 1 1 1 1 1 1

5 1 1 1 1 1 1

6 1 1 1 1 1 1

7 1 1 1 1 1 1

8 1 1 1 1 1 1

9 1 1 1 1 1 1

10 1 1 1 1 1 1 1

Figure 4.8: Example of V2V and V2I connectivity in a sparse traffic scenario.
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V2V). Finally, the optimal path will be that one minimizing the (total cost function Λ(k)
i,j ,

as expressed in (4.12).

Table 4.3 collects the values of the total cost function in a dense traffic scenario, for all

the available paths originated from vehicles with IC = 1 (i.e., vehicle #2, #4, #6, #8 and

#10). As expressed in (4.13), for α = 0 the total cost function corresponds to the delay

factor, i.e. Λ(k)
i,j = D

(k)
i,j .

The maximum value of the delay factor is 0.3 s, which is obtained when one of such

vehicles is connected via V2I; as an example, for vehicle #2 the path 1 corresponds to a

direct link to the RSU, and the delay factor is

D
(1)
2,RSU =

L

f(2,RSU)

=
300
1000

= 0.3 [s]. (4.14)

On the contrary, low values of the delay are obtained when a vehicle is connected via

V2V, and reaches the RSU through at least one hop (e.g., path 2, 3, 4, and 5 from vehicle

#2 to the RSU).

In Table 4.4, we list the values of the total cost function in a dense traffic scenario, for

vehicles with IC = 0. It has low values in the range [0.046, 0.125] seconds. In this case,

each vehicle is being connecting to the RSU via V2V through at least one hop.

By a comparison between Table 4.3 and 4.4, we evince that in dense traffic scenario low

values of the total cost function are obtained for V2V protocol, while the maximum value

is for V2I protocol.

Figure 4.9(a) and 4.9(b) depict some values of the total cost function for vehicles with

IC = 1 (i.e., vehicle #2), and IC = 0 (i.e., vehicle #1), respectively. Vehicles connected to

the RSU via V2V follows paths with low delays, while for vehicles connected directly to
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Vehicle ID path 1 path 2 path 3 path 4 path 5

#2 0.3 0.066 0.066 0.066 0.085

#4 0.066 0.3 0.046 0.046 0.075

#6 0.06 0.046 0.3 0.046 0.046

#8 0.06 0.046 0.046 0.3 0.046

#10 0.085 0.075 0.046 0.046 0.3

Table 4.3: Values of total cost function [s] for vehicles with IC = 1, in a dense traffic

scenario.

Vehicle ID path 1 path 2 path 3 path 4 path 5

#1 0.125 0.085 0.066 0.085 0.125

#3 0.085 0.066 0.046 0.066 0.066

#5 0.075 0.075 0.046 0.046 0.046

#7 0.06 0.046 0.046 0.046 0.046

#9 0.085 0.046 0.046 0.046 0.046

Table 4.4: Values of total cost function [s] for vehicles with IC=0, in a dense traffic

scenario.
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the RSU via V2I the total cost function has high value (see Figure 4.9(a)). Low values of

Λ(k)
i,j are obtained also for vehicles with IC = 0, which are communicating to the RSU via

V2V (see Figure 4.9(b)).

In Table 4.5 we have collected the values of Λ(k)
i,j for α = 0, sparse traffic scenario and

vehicles with IC = 1. The maximum value is still 0.3 s, obtained when a vehicle is connected

via V2I; in contrast, low values are obtained when a vehicle is in V2V state. From this,

we can conclude that also in a sparse traffic scenario with α = 0, for vehicles with IC = 1,

V2V is preferred to V2I.

A different result is obtained in a sparse traffic scenario for vehicles with IC = 0.

Table 4.6 lists the values of the total cost function for different paths; in this case, the

maximum value occurs for several paths when a vehicle is connected via V2V to the RSU.

Table 4.2 collects the single connections for each vehicle in a sparse traffic scenario. The

maximum value of the total cost function is obtained when a vehicle uses V2V in order to

reach the RSU (e.g., the vehicle #3 is connected via V2V to vehicles #2, #4, and #8; or

the vehicle #5 is connected via multi-hop to vehicles #4, #6, and #10, etc.), with more

than one single hop.

In contrast, the minimum values of the total cost function are obtained when a vehicle

is directly connected to a vehicle with IC=1 (e.g., the vehicle #3 is connected via V2V to

vehicle #6, and #10), and so V2V is used for just one single hop.

In Figure 4.10(a) and 4.10(b), we show some values of Λ(k)
i,j for vehicles with IC = 1 (i.e.,

vehicle #2), and IC=0 (i.e., vehicle #1), in a sparse traffic scenarios, respectively. Analo-

gously to Figure 4.9(a), V2I has high values of the total cost function (see Figure 4.10(a)),
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�
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(a) Vehicles with IC=1.

�

�

(b) Vehicles with IC=0.

Figure 4.9: Optimal path selection technique (α = 0) in a dense traffic scenario.

Vehicle ID path 1 path 2 path 3 path 4 path 5

#2 0.3 0.092 0.092 0.092 0.075

#4 0.092 0.3 0.1 0.1 0.066

#6 0.092 0.1 0.3 0.1 0.1

#8 0.092 0.1 0.1 0.3 0.1

#10 0.075 0.066 0.1 0.1 0.3

Table 4.5: Values of total cost function [s] for vehicles with IC = 1, in a sparse traffic

scenario.
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Vehicle ID path 1 path 2 path 3 path 4 path 5

#1 0.3 0.075 0.3 0.075 0.1

#3 0.3 0.3 0.1 0.1 0.092

#5 0.066 0.3 0.3 0.1 0.3

#7 0.3 0.1 0.3 0.3 0.1

#9 0.075 0.3 0.1 0.3 0.3

Table 4.6: Values of total cost function [s] for vehicles with IC = 0, in a sparse traffic

scenario.

while for vehicles with IC = 0, V2V has high values when the number of hops in a path is

increasing (see Figure 4.10(b)).

As a conclusion, in a sparse traffic scenario, the optimum path can guarantee a mini-

mum total cost function equal to 0.066 s for vehicles connected via V2V. In dense traffic

scenario, the optimum path takes a minimum total cost function equal to 0.046 s for vehi-

cles connected via V2V. High values of the total cost function are obtained with V2I in a

dense traffic scenario, and with V2V in a sparse traffic scenario for increasing number of

hops.
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�

�

(a) Vehicles with IC=1.

�

�

(b) Vehicles with IC=0.

Figure 4.10: Optimal path selection technique (α = 0) in a sparse traffic scenario.

4.6 Opportunistic vehicular networking

Opportunistic forwarding networking techniques can be applied in VANETs in order to

achieve connectivity between vehicles [62], [79], [90], [91].

Message propagation occurs through links built dynamically, where any vehicle can

opportunistically be used as next hop, and provided to forward the message to the final

destination. In such scenario, V2V communications opportunistically exploit connectivity

from other neighboring vehicles, by a bridging technique [62, 90].

Many authors have addressed the analysis of message propagation in VANETs. The

main challenge is how the information is forwarded when the connectivity is difficult to

maintain [92]. There are some existing routing protocols that have been explored for ap-

plications in this domain but they only focus on traditional characteristics in vehicular

networks, such as mobility, traffic density, vehicle direction, and location information. This

scenario represents traditional vehicular communications via V2V [62].
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In [80] Resta et al. deals with multi-hop emergency message dissemination in VANETs,

through a probability approach. The authors derive lower bounds on the probability that

a vehicle correctly receives a message within a fixed time interval. As the same, Jiang et

al. [81] introduces an efficient alarm message broadcast routing for VANET. This tech-

nique estimates the receipt probability of alarm messages that are sent to vehicles. Other

works [82], [83], and [84] analyze the message propagation model on the basis of the main

VANET characteristics, such as number of hops, vehicle’s position, mobility, etc.

In [82] a dissemination protocol has been proposed, where vehicles are sending bea-

con messages periodically to announce to other vehicles their current situation, and using

received messages to prevent possible unsafe situations. Yousefi et al. [82] consider a single-

hop dissemination protocol, and also quality-of-service metrics, like delivery rate and delay.

In [83] the authors analyze how to achieve robust message dissemination in VANET, with

vehicular traffic independency, based on the position of the vehicles. Finally, Nadeem et

al. [84] present a model of data dissemination based on bidirectional mobility on defined

paths between a couple for vehicles. Therefore, in all previous works data traffic is dissem-

inated through only vehicles moving in the VANET, which are communicating via V2V.

No network infrastructure and V2I protocol have been considered.

The use of a vehicular grid together with an infrastructure has been discussed in [85, 86].

Marfia et al. analyze the benefits of using the opportunistic infrastructure provided by

access points displaced on the roads. Our approach relays on the network scenario depicted

in [85], but we consider vehicles communicating via the novel protocol V2X, and then we

analyze how a message is forwarded from a source vehicle to a destination vehicle. We
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expect that the message propagation via V2X be improved by a correct use of vehicular

communication protocols, (i.e., V2V and V2I).

4.7 Message Propagation Rates with V2X protocol

In this Section we shall analyze how an information message is forwarded by vehicles

communicating via V2X protocol.

We characterize the bounds of information propagation, and compare performance with

traditional message propagation based on opportunistic networking. Simulation results

show the effectiveness of the proposed hybrid vehicular communication protocol V2X.

As previously discussed, we refer to Figure 4.4 which represents a typical vehicular

network scenario, partially covered by the preexistent wireless network infrastructure. Dif-

ferent technologies are considered for typical RSUs, such as UMTS, IEEE 802.11, and

WiMAX.

Particularly, in Figure 4.4 we have assumed IEEE 802.11p RSUs, whose radio coverage

is around 1000 m, and are displaced at a distance of 500 m each other. As defined in [62],

the highway behavior of vehicles is depicted by clusters, whose cardinality of each block

is related to the vehicle density. Vehicles are traveling in two separated lanes (i.e., lane 1,

and 2), and we define north (i.e., N), and south (i.e., S) directions, as the directions long

the lane 1, and 2, respectively.

Each vehicle is able to communicate via V2V or V2I, on the basis of the proposed

switching protocol decision.

Let us assume the vehicles are traveling at a constant velocity c [m/s], while v is the
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message propagation rate within a cluster, such as:

v =
x

t
, (4.15)

where x is the transmission range distance between two consecutive and connected vehicles

(i.e., 0 < x < 125 m, according to [62]), and t is the time necessary for a successful

transmission [s].

Basically, as in a cluster each couple of connected vehicles is communicating in a partic-

ular link (i.e., named as (i, j), from the i-th to the j-th vehicle), the time t for a successful

transmission will not be the same for each couple of communicating vehicles in the same

cluster. Moreover, the variable t also corresponds to the link utilization time (i.e., q(i,j), [s]),

that is the time necessary to send a message of length L [bit], over the transmitting data

rate for (i, j) link, (i.e., f(i,j) [Mbit/s]), whose expression is

q(i,j) =
L

f(i,j)
, (4.16)

As a consequence, the message propagation rate within a cluster should consider each

single contribution due to a single link (i, j). Therefore, the expression of v depends on the

average message propagation rate for each hop within a cluster. Equation (4.15) becomes:

v =
1
h

∑
i,j

v(i,j) =
1
h

∑
i,j

x(i,j)

q(i,j)
=

1
hL

∑
i,j

x(i,j) · f(i,j). (4.17)

where v(i,j) is the message propagation rate for the link (i, j), and h is the number of hops

occurred within a cluster.

We define a path P(i,l), as a set of h links that connect the i-th vehicle to the l-th

vehicle. Therefore, the path utilization time, Q
[
P(i,l)

]
, is the overall necessary time to
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send a message L over a path P(i,l), such as

Q
[
P(i,l)

]
=

j=l∑
i�=j

q(i,j) = L

j=l∑
i�=j

1
f(i,j)

. (4.18)

As noticeable, the message propagation rate v inside a cluster is increasing when the

number of hops h, or the path utilization time, is low; it follows that an optimal path

detection technique is an important issue for opportunistic networking in VANET [89].

Now, let us define vRSU as the message propagation rate within the network infrastruc-

ture, as

vRSU =
d

T
(4.19)

where d is the distance between two consecutive RSUs (i.e., d = 500 m), and T represents

the time necessary to forward a message between two consecutive RSUs. The value of T is

represented by the ratio between the length of the message L [bit], and the effective data

rate (i.e., B [bit/s]), for the link between the m-th and (m + 1)-th RSU. Equation (4.19)

becomes:

vRSU =
d · B

L
. (4.20)

In (4.19), the message propagation rate inside the network infrastructure is strictly

dependent on the message propagation direction, and a message is forwarded to an RSU

placed along the same message propagation direction.

An RSU that receives a message by a vehicle can forward it to the next RSU, displaced

on the same message direction. The potentiality of communications between RSUs has been

introduced in order to avoid connectivity interruptions caused by low traffic densities, and

that the V2V protocol cannot always solve [66].
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In general, (4.19) represents the message propagation rate within the preexistent net-

work infrastructure. Moreover, we should also consider the message propagation rate in

uplink (downlink), when a vehicle sends a message to an RSU, (and vice versa). The mes-

sage propagation rates in uplink and downlink are, respectively:

vUP = xr
tUP

= xr
L · f̃(i,m), vDOWN = xr

tDOWN
= xr

L · f̃(m,i)
(4.21)

where xr is the distance that separates the i-th vehicle and the m-th RSU, while is the

effective transmitting data rate for the link (i, m) (uplink), and (m, i) (downlink), respec-

tively.

By adding the contribution of (4.21), we give the definition of vV2I as the message

propagation rate for communications between vehicles and RSUs via V2I protocol, such as

vV2I = vUP + vRSU + vDOWN =
1
L

[
d · B + xr ·

(
f̃(i,m) + f̃(m,i)

)]
. (4.22)

As an analogy, we can assume vV2V as the message propagation rate for communications

between vehicles by V2V protocol, such as

v
(±)
V2V = ± (v + c) = ±

⎛
⎝ 1

hL

∑
i,j

x(i,j) · f(i,j) + c

⎞
⎠ , (4.23)

which considers the contribution of (4.17). The positive or negative sign of c depends on

the message propagation direction (e.g., if a vehicle is moving at speed c along the opposite

message propagation direction, the message propagation rate will be −c).

Then, it follows: ⎧⎪⎪⎪⎨
⎪⎪⎪⎩

v
(+)
V2V = 1

hL

∑
i,j

x(i,j) · f(i,j) + c,

v
(−)
V2V = − 1

hL

∑
i,j

x(i,j) · f(i,j) − c,

(4.24)
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Figure 4.11: Velocity of message propagation in different phases of routing with V2X

protocol.

Finally, when no connectivity occurs (i.e., a vehicle is traveling alone in the highway),

the message propagation rate is a constraint equal to ±c (again, the message propagation

direction affects the positive or negative sign of c).

Figure 4.11 shows the message propagation rates for different transmission ways in V2X

protocol, by assuming the message propagation direction is the north.

We can characterize the behavior of the whole system in terms of six transition states,

such as:

1. Messages are traveling along on a vehicle in the N direction, at speed c;

2. Messages are propagating multi-hop within a cluster in the N direction, at speed

v
(+)
V2V;

3. Messages are traveling along a vehicle in the S direction, at speed −c;

4. Messages are propagating multi-hop within a cluster in the S direction, at speed

v
(−)
V2V;

5. Messages are transmitted via radio by an RSU in the N direction, at speed vV2I;
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6. Messages are transmitted via radio by an RSU in the S direction, at speed −vV2I.

States (1-4) are typical for data propagation with opportunistic networking techniques

in VANET scenarios where vehicles communicate only via V2V [62], while state 5, and 6,

have been added for vehicles communicating via V2I. All the six states are available for

V2X protocol.

As illustrated in [62], the bridging technique is strongly employed in opportunistic net-

working for vehicular networks, in order to avoid disconnections. In VANETs, there are two

message propagation directions, such as the forward and reverse propagation. In forward

message propagation, each vehicle is assumed to be traveling along the N direction at speed

c [m/s], and also the message is propagated in the N direction.

The message propagation rate has a minimum value due to the speed of the vehicle (i.e.,

c [m/s]), since the message is traveling along the vehicle. When a connection between two

consecutive vehicles traveling in the N direction is available, the message will be propagated

via V2V at a rate v
(+)
V2V.

Moreover, if no vehicle connection is available, the bridging technique can attempt to

forward a message to some clusters along the S (opposite) direction, whenever they are

overlapping with the cluster along the N direction [62]. In this case, for bridging technique,

the forward message propagation rate will be in the range [c, v(+)
V2V], depending on the

cluster size on the S direction.

In contrast, when a vehicle is communicating via V2I protocol, the forward message

propagation rate is in the range [c, vV2I]. Analogously, in reverse message propagation, a

message could be forwarded by vehicles traveling in an opposite direction respect to the
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message propagation. In this case each vehicle is assumed to be traveling along the S

direction at speed −c [m/s], and also the message is propagated in such direction. When

a connection between two consecutive vehicles traveling in the S direction is available, the

message will be propagated via V2V at a rate v
(−)
V2V.

When no vehicle connection is available, a message will be forwarded to some clus-

ters along the N (opposite) direction, similarly to bridging technique in forward message

propagation.

It follows that the reverse message propagation rate for vehicles communicating via V2V

will be in the range [−c, v
(−)
V2V], depending on the cluster size on the S direction; while for

vehicles communicating via V2I protocol, the reverse message propagation rate is in the

range [−c, vV2I].

4.7.1 Message Propagation Algorithm

After defining the message propagation rates in the VANET scenario, where vehicles can

communicate via V2V or V2I, we introduce an algorithm for message propagation with

V2X protocol.

The algorithm is based on the Infrastructure Connectivity (IC) parameter, which gives

information if a vehicle can be connecting to a neighboring RSU. As a reminder, if a vehicle

has IC = 0, no neighboring RSUs are available; otherwise, it means the vehicle is crossing

one or more wireless cells (i.e., IC = 1).

The proposed message propagation algorithm works the following tasks:

1. Checking IC : this phase is addressed to every source/relay vehicle. Every time a
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vehicle is sending, or receiving a message, it will check its IC parameter. If a vehicle

has IC = 1, it will send the message directly to the neighboring RSU via V2I;

otherwise, the vehicle will forward the message to other vehicles via V2V, if they are

available;

2. Forwarding propagation: this phase is addressed to every source/relay vehicle. A

source/relay vehicle sends the message in the same message direction via V2V, if

there is connectivity;

3. Communication via V2I : after the Checking IC phase, if the value of IC is equal to

1, then the vehicle will be start the initialization and instauration of a V2I link with

an RSU;

4. Tracking the destination vehicle(s): this phase is addressed to every RSU that receives

a message. The RSU can know the destination vehicle’s position (i.e. by A-GPS

technology). If the destination vehicle is traveling within the RSU’s wireless coverage,

the RSU is going to send the message directly to the destination vehicle. Otherwise,

if the destination vehicle is not in the RSU’s wireless coverage, the RSU will be

connecting the RSU that is actually managing the vehicle’s connectivity, and will

send the message to it. Finally, the new RSU will send the message directly to the

destination vehicle.

The pseudo-code is depicted in Algorithm 1. The algorithm accepts one input (i.e. the

vehicle’s IC), and returns the actual vehicular communication protocol (i.e. {vV2V, vV2I}).

All the phases of the algorithm are illustrated, and collected on the basis of different tasks
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of each vehicle (i.e., source, and relay vehicles), and RSU.

In summary, we consider that the switching protocol decision is just performed on the

basis of local information, and the value of IC parameter.

Let us assume a source vehicle A is communicating with other vehicles via V2V in

a sparsely connected neighborhood, where the transmission range distance between two

consecutive vehicles is under the connectivity bound (i.e. x < 125 m, [88]). The vehicle A

is not inside a wireless network (i.e. IC = 0). A destination vehicle B is driving far away

from A, and other vehicles (relay) are available to communicate each other.

Every time a vehicle is forwarding a message, it will check its IC parameter. When

IC = 1, the vehicle is crossing a wireless cell, and will calculate the optimal path according

to (4.12), in order to send the message directly to the selected RSU via V2I. Otherwise, the

vehicle will forward the message to neighboring vehicles via V2V. Then, the RSU knows the

destination vehicle’s position (i.e. by A-GPS). If the destination vehicle is traveling within

the RSU’s wireless coverage, the RSU will send the message directly to the destination

vehicle. Otherwise, the RSU will be simply forwarding the message to the RSU that is

actually managing the vehicle’s connectivity. Finally, the message will be received by the

destination vehicle.
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Input:

IC Infrastructure Connectivity,

Output:

vV2V, if the vehicle communicates via V2V,

vV2I, if the vehicle communicates via V2I.

while IC = 0 do
A vehicle is connected via V2V, ← vV2V

end

else

if IC = 1 then
Detect the optimal path, ← vV2I

end

end

if a vehicle is in vV2I then
RSU tracks the destination’s position

if Destination vehicle is inside the RSU’s coverage then
Direct link from RSU to B

else
RSU will forward the message to an RSU nearby.

end

end

end

Algorithm 1: Protocol switching decisions in V2X.
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4.7.2 Simulation results

As a measure of performance, we calculate the average message propagation rate according

to the proposed algorithm, for different traffic conditions. We show the maximum and the

minimum bounds of the message displacement (i.e., x [m]), obtained for vehicles commu-

nicating via V2X.

In each of six states illustrated in Section 4.7, a message propagates with certain rate

and the message displacement in the network scenario is a function of time (i.e., x(t)),

such as:

1. The message displacement for a message traveling along on a vehicle in the N direction

is c · t;

2. The message displacement for a message propagating multi-hop within a cluster in

the N direction is v
(+)
V2V · t;

3. The message displacement for a message traveling along a vehicle in the S direction

is −c · t;

4. The message displacement for a message propagating multi-hop within a cluster in

the S direction is v
(−)
V2V · t;

5. The message displacement for a message transmitted via radio by an RSU in the N

direction is vV2I · t;

6. The message displacement for a message transmitted via radio by an RSU in the S

direction is −vV2I · t.
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We simulated a typical network scenario by the following events:

• at t = 0 s a source vehicle is traveling in the N direction. Its IC parameter is 0. A

message is traveling along on the source vehicle (state 1);

• at t = 3 s the source vehicle enters in a RSU’s radio coverage and its IC parameter

is 1. The message is being transmitted via V2I to the RSU, then transmitted via

radio by the RSU in the N direction, until it will be sent to the destination node at

t = 10 s (state 5).

We compared this scenario where the message propagation algorithm has been em-

ployed, with traditional opportunistic networking in VANET, where vehicles can commu-

nicate only via V2V [62].

In this case, the events that represent such scenario are:

• at t = 0 s a source vehicle is traveling in the N direction. A message is traveling along

on the source vehicle (state 1);

• at t = 4 s the message is forwarded to a vehicle in the S direction (state 3);

• at t = 6 s the message is propagating via multi-hop within a cluster in the N direction

(state 2), until it will reach the destination node at t = 10 s.

For comparative purposes, in the simulation setup we have posed some parameters

according to [62], and [93] such as c = 20 [m/s], and d = 500 [m]. Typical message size

L = 300 [bit], data rate transmission B = 10 [Mbit/s] (e.g. for WiMAX base stations),

and xr = 400 [m] have been assumed. The transmission rates have been assumed as
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Figure 4.12: Forward message propagation with (left) V2X protocol, (right) traditional

opportunistic networking.

f(i,m) = f(m,i) = 5 [Mbit/s], and f(i,j) = 2 [kbit/s]. For each hop in a cluster (i.e. h = 5) we

considered different distances between couples of vehicles (i.e., 100, 50, 75, 40, and 30 m).

The performance of message propagation with V2X protocol is compared with tradi-

tional dissemination algorithm used in VANET [62]. Figure 4.12 (left) depicts the maximum

and minimum message propagation bounds, for V2X protocol in a forward message prop-

agation mode. It represents a message that is traveling along the same vehicle direction

(see Figure 4.11).

Analogously, a message could be forwarded in reverse message propagation by vehicles

traveling in an opposite direction. In this case, the data propagation rate is −c [m/s], when

data are traveling along a vehicle on the S direction; in multi-hop, a cluster along the S

direction achieves a propagation rate of −(c + v) [m/s].

By introducing the heterogeneous network infrastructure in traditional VANETs, we

can notice a strong increasing of the message propagation with the V2X protocol, with

respect to the traditional opportunistic networking (see Figure 4.12 (right)).

Figure 4.12 (left) depicts the maximum/minimum message propagation bounds for V2X
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Figure 4.13: Reverse message propagation with (left) V2X protocol, (right) traditional

opportunistic networking.

protocol, and the simulated scenario in forward message propagation mode. It represents

a message that is traveling along the same vehicle direction (see Figure 4.4). We notice a

strong increasing of the message propagation, with respect to the traditional opportunistic

networking: after t = 10 s, the message has been propagating for around 50 km in V2X

(Figure 4.12 (left)), while only 1.5 km in traditional V2V (Figure 4.12 (right)). This is due

to the protocol switching decision of V2X, which exploits high data rates from network

infrastructure.

Analogously, a message could be forwarded in reverse message propagation by vehicles

traveling in an opposite direction (Figure 4.13 (left)). In this case, the data propagation

rate is −c [m/s], when data are traveling along a vehicle on the S direction; in multi-hop,

a cluster along the S direction achieves a propagation rate of − (c + v) [m/s]. For the

reverse message propagation in traditional opportunistic networking scheme the message

propagation rate is in the range [c, v(−)
V2V] [m/s] (see Figure 4.13 (right)). Also in reverse

message propagation case, V2X assures high values (i.e. at t = 10 s, messages have been

propagated up to 70 km), while traditional V2V can achieve low values (i.e. at t = 10 s,
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messages have reached 1.3 km far away from the source vehicle).

Small fluctuations of message displacement in forward and reverse cases with V2X

(i.e. 50, and 70 km) depend on traffic density, and RSU positions.

As a conclusion, in this Section we described a hybrid vehicular communication protocol

V2X and the mechanism by which a message can be propagated under this technique. In

scenarios where vehicles communicate via V2X, we have characterized the upper and lower

bounds for message propagation rates. Simulation results have shown how the V2X protocol

improves the network performance with respect to traditional opportunistic networking

technique applied in VANETs.

4.8 Satellite links in VANETs

The last Section of this Chapter deals with the introduction of satellite links in tradi-

tional VANETs. This novel safety service for VANETs represents an open issue to analyze.

Preliminary results shown in [9] will be depicted in this Section.

Satellite radio is one of a complementary set of network connectivity technologies in

future vehicles equipped with on-board computers. As previously said, other technologies

include Bluetooth, Wi-Fi, WiMAX, UMTS, and DSRC. Collectively these technologies can

enable V2V, and V2I connectivity, but under different operating conditions.

When a vehicle is driving alone in an area that is devoid of telephony infrastructure

area (i.e., a rural area during night hours), or it is in a disaster and emergency situation,

a satellite network can provide service connection.

In this Section we briefly introduce the relationship between satellite radio connectiv-
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ity, and other opportunistic connectivity schemes that rely on short-range communication

applied in VANETs. We also describe an opportunistic vehicular networking scheme for

safety applications, based on satellite communication links (i.e., LEO/MEO satellite con-

stellations).

In such scenario (see Figure 4.14 (left)), a vehicle (called as isolated vehicle) is driving

alone on the road (i.e., the traffic density reaches the minimum value), and no radio

coverage (e.g., no Wi-Fi access points, or cellular base stations). The isolated vehicle seeks

to send an SOS message to any neighboring vehicle to alert about an accident occurred.

The SOS message (where the vehicle’s position is stored) is sent to the satellite in view

(i.e., LEO/MEO satellite constellations) by the vehicle (uplink connection).

The satellite receives the SOS message, processes the vehicle’s position information, and

forwards the message to ground by spot coverage.

Figure 4.14: Novel opportunistic networking scheme in VANET scenario, with satellite

connectivity for safety applications.

Consequently, the SOS message will be forwarded to the cluster of vehicles, closest to

the isolated source vehicle (“forward link”). When the cluster of vehicles receives the SOS
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message, it will send an acknowledgment (return message) to the satellite in visibility,

which forwards it to the isolated vehicle (“return link”).

The proposed scheme shows how the satellite connectivity can solve the problem of

seamless and ubiquitous connectivity, when a vehicle is driving alone in an isolated area.

The satellite works as “bridge”, in order to connect the vehicle to the closest cluster of

vehicles, driving in an urban area.

A physic layer analysis has been addressed in order to evaluate (i) the minimum dis-

tance among cluster of vehicles and isolated user vs. satellite orbit (LEO/MEO tradeoff),

(ii) the service availability along a selected time window (e.g., from 0 a.m. to 6 a.m.),

(iii) the LEO/MEO satellites visibility from uplink and downlink coverage (“End-to-End”

visibility), (iv) link feasibility and availability (i.e., “End-to-End” Signal-to-Noise and In-

terference ratio), (v) forward and return link delay, and payload dimensioning. An example

of visibility analysis for MEO constellation (i.e. Galileo) is reported in Figure 4.15.

Our technique is intended to augment short and medium-range communication to bridge

isolated vehicles or clusters of vehicles when no other mechanism is available.

Particular, each vehicle should be equipped by GNSS Receiver, and by Ka Tx/Rx. The

GNSS Rx provides information about (i) the number of Satellites Supporting Vehicles

(SSV) in visibility, and (ii) the isolated vehicle’s position. Ka Tx/Rx permits the link with

the MEO SSV.

The main steps of our safety application by satellite link are as follows:

1. An isolated vehicle transmits a message to transparent SSV in visibility by Ka1 band

Tx antenna (Forward Link –uplink), (see Figure 4.16 (a));
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Figure 4.15: Forward link End-to-End (E2E) visibility, Rome city vs. East Rome.

2. SSV forwards at Ka2 band to ground by spot coverage (Forward Link –downlink). A

cluster of cars/Ground Service provider receives the forwarded distress message (see

Figure 4.16 (b));

3. An acknowledgement message is transmitted by GNSS system (Return Link) (see

Figure 4.16 (c));

4. User receives the acknowledgement, (see Figure 4.16 (d));

5. Transmission is concluded.
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(a) (b)

(c) (d)

Figure 4.16: Forward (a) uplink, and (b) downlink. Backward (c) uplink, and (d) down-

link.

4.9 Conclusions

A novel hybrid protocol for vehicular communications has been proposed. Based on a

switching protocol decision metric, V2X determines which protocol (V2V or V2I) to employ

for a vehicle driving in a particular network scenario (i.e., dense, and sparse traffic scenario).

By introducing the preexistent network infrastructure (i.e., wireless and cellular networks),

the traditional vehicular network has been improved in a HWN scenario.

We have also defined an optimal path selection technique, and evaluated the total cost
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function metric. Simulation results show which protocol between V2V and V2I gives best

performance, for the two different network scenarios. V2I performance depends on the

data rate over a direct link to an RSU, while V2V performance is strictly depending on the

number of hops that composes a path. Finally, V2X represents a dynamic communication

protocol for vehicular networking, due to fast protocol switching actions, and is depending

on traffic density, radio resource utilization time and delay factor.

Moreover, we have described a novel message propagation algorithm based on the hybrid

V2X protocol for vehicular communications. The proposed protocol exploits both tradi-

tional V2V technique, and V2I, through the use of fixed infrastructure such as roadside

units. In this scenario, we have characterized the upper and lower bounds for message

propagation, and simulated performance behavior for a typical VANET traffic scenario.

We have also illustrated an algorithm for a correct protocol switching decision in V2X.

Simulation results have shown how the V2X protocol improves the network performance

with respect to traditional opportunistic networking technique applied in VANETs.

Finally, recent work is dealing with the introduction of satellite links for safety applica-

tions in VANETs [9].
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Chapter 5

Local Positioning Indoor Services

5.1 Introduction

The location techniques are the basis of a new class of services, called as Location Based

Services (LBS), providing appropriate contents to the user, to the right place and in the

most simple and rapid way. An increasing number of mobile and smart phones allow people

to access the Internet, wherever they are and whenever they want.

This new scenario includes a wide range of services based on the possibility to localize

and track the user in a location-aided environment, such as emergency and rescue assis-

tance, info-mobility, and so on. Reliable and accurate position information of mobile users is

necessary by the adoption of the Federal Communications Commission (FCC) regulations

to provide Enhanced-911 (E-911) service, [94]. According to Aktas and Hippenstiel [95],

LBSs are information services accessible with mobile devices through the mobile network

and utilizing the ability to make use of the information about the location of the mobile

and cellular devices. At this aim, several techniques are used to localize non-cooperating

cellular phones, as Time Differences of Arrival (TDOA) method, whose estimate is obtained
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by the cross correlation between signals arriving at two base stations. So, localization of

the wireless transmitter is solved by the intersection of two hyperbolic curves, [96]. Thus,

an LBS represents an intersection of three technologies, such as Internet, mobile devices

and Geographic Information Systems, [97]. LBSs provide a two way communication and

interaction, according to actual user context, including his position. So, integration of lo-

calization services in wireless networks is an open issue, as actual satellite based location

systems (e.g. GPS) are widely employed in the outdoor environment, but barely used in

the indoor one.

In general, local positioning systems employ a grid of reference nodes that communicate

with any mobile terminal, in order to determine either its range or the angles of the line

of sight from the reference nodes to it, and then apply triangulation or trilateration algo-

rithms to determine its locations. Several methods designed for IEEE 802.11, Bluetooth,

and RFID networks estimate the MT distance based on the strength of the signals received

by each reference node [98, 99]. However, these techniques perform rather poorly, since in

complex environments the received signal is prone to fading induced by multipath. When

high accuracy is required, either TOA or DOA has to be employed. At this aim, we extend

the Basic Service Set topology of IEEE 802.11 networks, with a set of reference nodes that

perform either TOA or DOA measurements, according the proposed Localization Services

protocol. More specifically, the architecture consists of a grid of several Localization Sup-

porting Nodes (LSNs) (e.g. 6 LSNs), and one Localization Supporting Server (LSS). The

LSS whose position is known works as Point of Coordination. It estimates the position of a

mobile terminal inside the IEEE 802.11a/g grid. The Location Supporting Nodes perform



Local Positioning Indoor Services 201

TOA/DOA estimations, on the basis of localization packets sent by the mobile terminals.

The main tasks of the LSS are: registration of incoming MTs, distribution of synchro-

nization signals, coordination of TOA/DOA measurements, TOA/DOA measurements col-

lection, location estimate, and location notification. On the other hand, each LSN performs

the TOA/DOA measures based on the location packets sent by the MTs. To support both

measurement and broadcasting of the estimated MT position, we propose the joint use of

both PCF (Point Coordination Function), and DCF (Distributed Coordination Function)

IEEE 802.11 Medium Access Control (MAC) modes. As already mentioned, to reduce the

coordination overhead, the LSS functionalities are normally provided by the AP that acts

as Point Coordinator (PC) in PCF mode. In DCF mode the control is decentralized among

peer nodes. Exploitation of the PCF mechanism allows to periodically update the location

of each registered MT at a rate that depends on its mobility class, ensuring the agreed

level of service, while avoiding typical DCF collisions. On the other hand, since the LSNs

that are in the range of each MT are a priori unknown, use of DCF mode, for notification

of the TOA/DOA measurements performed by them, is more efficient than polling. The

LSS periodically broadcasts an advertisement, notifying all MTs that location services are

supported by the network.

When a new MT enters the area served by an LSS, it sends to the LSS a location

service registration request specifying its mobility class. The LSS inserts its identifier and

mobility class (i.e. no mobility, low and high mobility), as well as other parameters such

as registration lifetime, into the Location List and, then, sends a confirmation to the MT,

specifying which mode (DOA, or TOA) is supported.
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The registered MTs are periodically requested by the LSS, to activate the Location

Updating procedure. Specifically, it consists of:

1. Location Update Request (LUR): right after the BEACON packet at the begin-

ning of a super-frame, the LSS sends an LUR (Location Update Request) packet to

the next MT of the Location List whose position has to be update;

2. Location Packet (LP) Broadcasting: the MT replies to the LSS request by broad-

casting a Location Packet during the CFUP phase of the PCF (after a SIFS interval

has been elapsed). The LP is received by the LSNs that are in the range of the MT.

In TOA mode, the timestamp of the instant at which the packet has been sent is

saved in a table of a local MT memory;

3. MT-LSN location report: each LSN that has successfully received the MT-LP

sends back a report containing the information extracted by the LSN. More specif-

ically, in TOA mode, the report contains the current LSN latency, given by the

difference between the time-stamp of the instant at which it has received the LP, and

the time-stamp of the instant at which the report is sent back to the MT. In DOA

mode, this report contains the estimated direction of arrival measured by the LSN;

4. LSN report collection: in TOA mode, the MT collects the LSN location reports

transmitted back by LSNs during the DCF phase. For each report the Time Sum of

Arrival (TSOA) is extracted. As illustrated in Figure5.1, to weaken the requirement

on temporal synchronization among nodes, the average range between the MT and

each LSN is evaluated by means of the difference between the time elapsed from the
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broadcast of the LP and the reception of the report, and the current LSN latency

contained in the report itself. The actual ranges are then sent to the LSS by the MT.

In DOA mode no special post processing is required, since LSNs directly provide the

estimated DOAs;

5. Location computation e updating: the triangulation or the trilateration algo-

rithm can be executed either by the MT itself or the LSS, depending on the com-

puting capability of the MT. In the first case, the MT notifies to the LSS its new

position. This solution reduces the overhead and the time needed to obtain the esti-

mate. As a drawback, the location of the LSNs has to be broadcasted, for instance,

in the Location Services Advertisement. In the second case the MT sends to the LSS

a Location Update report containing the actual ranges or the DOAs. In principle,

relay of DOA measurements from MT to the LSS can be avoided, when all LSNs

are in the LSS range. Once received all the LSN estimates, the LSS computes the

MT position. Depending on the Quality of Service class of the MT, the estimated

location is either immediately sent to the MT, by means of a dedicated packet, or is

pigged-back on the next LUR packet.

The overall process is repeated at multiples of the Shortest Location Update Interval,

typically chosen as a multiple of the super-frame duration, based on the MT mobility class.

Different users to be localized are distributed on different super-frames.

The position estimation is delayed to the next scheduled instant if necessary. The du-

ration of the PCF phase is related to the number of registered MTs and then could be

reduced by the LSS by broadcasting a CFEND packet.



Local Positioning Indoor Services 204

Figure 5.1: Packet Forwarding model for TOA mode.

5.2 TOA approach

The TOA system determines the MT position based on the intersection of the distance

circles, also called as LSN ranges.

Assuming that the LSN positions are known to the LSS, two range measurements pro-

vide an ambiguous fix, while three measurements determine a unique position for MT in

the horizontal plane, as represented in Figure 5.2(a) and 5.2(b), respectively. The same

principle is used by GPS, by considering spheres as circles, and the fourth measurement

to solve the receiver-clock bias for a 3D solution. Obviously, accuracy can be increased by

using more TSOA, when available.

To reduce the impact of the location services on the Wi-Fi throughput, the LSNs could

also be directly connected to the LSS by a wired LAN. In this case, MT location can be

extracted by means of a multilateration performed on the TDOA of the LP, estimated on

the basis of the TDOA of the LSN reports, compensated for the LSN latencies annotated
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Figure 5.2: TOA position estimation method.

in the LSN reports themselves.

In TOA mode, since instantaneous bandwidth and typical Signal-to-Noise Ratio are

high enough to warrant very accurate location, the main source of error is constituted by

the reference time distribution. Since in GPS only a one-way communication from satellites

to location devices is possible, time alignment is obtained by resorting to reference signal

provided by atomic clocks. Here, we exploited the two-ways communication capability of

the IEEE 802.11 networks to design a solution that imposes simpler constrains on the

timing reference distribution. Obviously this approach requires a careful use of both MAC

and physical layers of IEEE 802.11a/g.

In particular, as discussed in the previous paragraph, we use both IEEE 802.11 PCF

and DCF modes to estimate and track the MT position at a rate selected according to the

user speed. Since the range is estimated on the basis of the two-way time of flight from

MT to LSN and vice versa, its accuracy is affected by the accuracy of the estimate of the

Time of Departure (TOD) of a packet, as well as by the accuracy of the estimate of its
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TOA. Since the sources of error can be considered independent, we can write the variance

of ranging error as the sum of two contributions, such as

σ2
R = c2

(
σ2

TODMT
+ σ2

TOALSN
+ σ2

TODLSN
+ σ2

TOAMT

)
= 2c2

(
σ2

TOD + σ2
TOA

)
, (5.1)

where c is the speed of the electromagnetic wave, σ2
TOD is the TOD error variance, and

σ2
TOA is the TOA error variance. We observe that σ2

TOD is strictly related to the imple-

mentation of the transmitter timing, while σ2
TOA is related to the square of the effective

bandwidth fe and to the Signal-to-Noise ratio (SNR) between the energy Er of the received

signal and the power spectral density N0 of the receiver noise. Equation (5.1) shows that

the Cramer Rao Low Bound (CRLB) is:

σ2
TOA ≥

[
8π2SNR

(
SNR

1 + SNR

)
f2

e

]−1

, (5.2)

where fe is the effective bandwidth, expressed as:

f2
e =

∫W
−W f2 |S (f)|2 df∫W
−W |S (f)|2 df

, (5.3)

with S(f) the spectrum of the transmitted signal. In Figure 5.3 the CRLB on the contri-

bution σ′
R = (cσTOA) /

√
2 to the standard deviation of the range error produced by the

TOA error for a nominal bandwidth of 5 MHz and a flat signal spectrum is plotted. We

notice that, to obtain a standard deviation of 20 cm, an SNR of about 38 dB is required.

Knowledge of the actual geometry allows to translate the variances of the errors of the

available LSN ranges into the covariance matrix of the location error.

To achieve the Cramer Rao Lower Bound a coarse-to-fine estimator can be imple-

mented, [100]. To reduce the computational complexity, the possibility of performing the
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Figure 5.3: CRLB of the contribution to the standard deviation of the range error pro-

duced by the TOA error for a nominal bandwidth of 5 MHz.

fine TOA estimation by direct use of the data provided by the OFDM demodulator, em-

ployed in IEEE 802.11a/g, has been investigate by the authors. Since in IEEE 802.11a/g

the spectrum of the received signal is directly available at the output of the OFDM re-

ceiver, the fine TOA estimate can be extracted from the linear phase shift between the

Fourier transform of the transmitted and the received signals by means of a Kalman filter,

as described below.

Let s(t) be the transmitted signal by the MT, and r(t) = s(t − Δt) + w(t) the signal

received by the LSN, where w(t) is an additive Gaussian noise. Then,

S∗ (f) R (f) = |S∗ (f) R (f)| e−jΔϕ(f)

=|S (f)|2e−j2πfΔt+S∗ (f) W (f) .

(5.4)

The phase Δφ(f) di S∗(f)R(f) can be written as:

Δφ (f) = −2πfΔt + ν (f) (5.5)

where, for high values of signal-to-noise ratios SNR, ν(f) can be modeled as a sample of
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a zero mean, white Gaussian noise. In IEEE 802.11a/g, N = 52 sub-carriers are employed,

48 of them reserved to data, and 4 to control data (pilot).

Thus, let Δt(h) be the time delay corresponding to the h-th location packet of a given

MT, and Δϕm(h) be the phase shift of the mth sub-carrier fm for that packet, so that

Δϕm (h) = −2πΔt (h) fm + vm (h) , m = 0, 1, ..., N − 1. (5.6)

We modeled the time delay variations induced by the user mobility with a first order,

discrete time, dynamical system, driven by a white Gaussian noise, i.e.,

Δt (h + 1) = Δt (h) + n (h) . (5.7)

For a faster DSP implementation, we can rearrange the dynamical (5.1) and (5.2), by

introducing a parallel to serial conversion of the phase shift subcarrier array related to an

OFDM symbol period. Therefore, by posing
⎧⎪⎪⎨
⎪⎪⎩

h = k mod N

m = k − hN

(5.8)

we obtain

z (hN + m) = Δϕm (h) , (5.9)

or equivalently,

z (k) = −2πΔt [k − (k mod N)] fk mod N + ν (k) . (5.10)

In addition, we pose

a (hN + m) = Δt (h) , (5.11)
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and we rewrite the time delay dynamical (5.2) as

a (k + 1) =

⎧⎪⎪⎨
⎪⎪⎩

a (k) + n (k) , k mod N = 0

a (k) , otherwise
(5.12)

Finally, we can rearrange the dynamical (5.3) as follows:⎧⎪⎪⎨
⎪⎪⎩

a (k + 1) = a (k) + ω (k)

z (k) = −2πfk mod Na (k) + υ (k)
(5.13)

where υ(k) is a stochastic process that models the OFDM phase shift noise, and ω(k) is a

white, zero mean, Gaussian stochastic process modeling the uncertainty produced by the

MT mobility, whose covariance, by virtue of (5.7), is

Rω (k) =

⎧⎪⎪⎨
⎪⎪⎩

σ2
ω, k mod N = 0

0, otherwise
(5.14)

We see that σ2(ω) is a function of the user mobility. In fact, let Vmax be the user

maximum speed, AMax its maximum acceleration, and τ the time interval between two

measurements, we can set σ(ω) equal to:

a (k + 1) = a (k) + ω (k) .

Regarding υ(k), we modelled it as a white, zero mean, Gaussian process with covariance

equal to the inverse of the receiver Signal-to-Noise Ratio (SNR):

σ2
υ = 1/SNR. (5.15)

Finally, the TOA estimate is represented by the output of Kalman filter corresponding to

the last subcarrier of an OFDM symbol:

z (k) = −2πfk mod Na (k) + υ (k) . (5.16)
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Figure 5.4: (a) Standard deviation of synchronization error, calculated for fe = 5 MHz.

(b) Standard deviation of synchronization error, calculated for fe = 20 MHz.

For sake of compactness, the well known Kalman filter equations are omitted. In Fig-

ure 5.4(a) and 5.4(b) the contributions to the standard deviation of the range error pro-

duced by the TOA error, for 5 and 20 MHz of transmitter bandwidth, versus the Kalman

Filter iterations corresponding to one OFDM symbol are reported. We note they are in

good agreement with the CRLB.

For a more realistic evaluation of the performance, we simulated the use of the lo-

calization system, based on the TOA extraction in the OFDM domain, at the Applied

Electronics Department of University of “Roma TRE” (see Figure 5.5). The whole area

was partitioned into several zones, each with an LSS and several LSNs. For each path,

100 Monte Carlo runs have been done. The nominal isotropically radiated power density

at a range of 1m from the transmitter was set to −40 dBm, while the receiver noise level

was set to −100 dBm. The channel attenuation losses Lloss versus the distance D were

computed as Lloss = γlog10D, where the attenuation exponent γ was randomly generated
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in the range [1.5, 3], accordingly to the channel impulsive response measures performed in

the same environment.
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Figure 5.5: Map of the Applied Electronics Department and geometry of the simulated

MT’s path.

�

Figure 5.6: Root mean square position error vs. simulation time.

Figure 5.6 shows the position estimation uncertainty caused by a one-way TOA measure,

along the path from A to B depicted in Figure 5.5, served by 6 IEEE 802.11a LSNs

employing a 20 MHz bandwidth. The simulation results are in good agreement with the

theoretical performance of Figure 5.4(a), and 5.4(b). They demonstrate the feasibility of
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indoor location services based on IEEE 802.11 networks. In Figure 5.5, high values of the

root mean square location error depend on the radio coverage guaranteed by only two

LSNs, (i.e. LSN1 and LSN6), at the end of the path. The least error occurs at t = 36 s,

when the MT moves in a part of the building covered by several LSNs, (i.e. LSN2, LSN3,

and LSN4).

In principle, TSOA gives the average MT range with respect to two different instants.

Moreover, since in IEEE 802.11 networks the maximum TOA is of the order of 0.3μs, the

main source of error is constituted by latency. Nevertheless, for speeds up to 10 m/s, as

those expected in indoor applications, even a latency of 5 ms produces errors less than

2.5 cm.

5.3 DOA approach

The main drawback of the TOA-based methods is represented by the need of precisely

synchronized clocks for the transmitters and receivers. So, a timing misalignment between

the LSSs directly results in a position estimation error, as Figure 5.7 depicts.

LSN�3�

LSN�1� LSN�2

MT�

Figure 5.7: TOA timing errors. Grey area represents the uncertain region for MT position.

At subunit level, the main difference in the implementation of TOA and DOA, is consti-
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tuted by the LSN antenna array, as in DOA the angle of arrival is extracted by processing

the snapshots of the space-time field. The DOA scheme utilizes adaptive antenna arrays

together with sophisticated DOA processing. Mobile users can be located, in the horizontal

plane, when a minimum of two DOA estimates are established. The MT position can be

determined by finding the intersection of the corresponding bearing lines.

In Figure 5.8 the intersection of two directional Lines Of Bearing (LOB) defines a

unique position, each formed by a radial from a LSN to the MT in a two-dimensional

space. The DOA scheme utilizes adaptive antenna arrays together with sophisticated DOA

processing. Mobile users can be located, in the horizontal plane, when the minimum of

two DOA estimates are established at multiple LSNs. The position locating results in a

trigonometric type of problem that can be worked out by finding the coordinates from

the intersection of two or more LOB. In this way, the MT’s position is determined by the

following formulas:

⎧⎪⎪⎨
⎪⎪⎩

p = (x2 − x1) · sin(α) sin(β)
sin(β−α) ,

q = p
tan(α) = (x2 − x1) · cos(α) sin(β)

sin(β−α) .

(5.17)

y 

� - �

P (p, q) 

LSN1 (x1, y1)       LSN2 (x2, y2) 

d1            d2 

          �                           180°-�            �

Figure 5.8: DOA position estimation method for a pair of LSNs, each of them has a LOB

from the MT’s position.
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Let us recall that the variance σ2
ψ of the DOA estimate is related to the number of

elements MA composing the array through the Cramer Rao lower bound for wavenumber

vector that for linear arrays is, [101] p. 980.

σ2
ψ ≥ 6(

M2
A − 1

)
MA

2W

(
N0

Er

)
, (5.18)

where W is the signal bandwidth, N0 is the power spectral density of the receiver noise,

and Er is the energy of the received signal. For a given geometry, the covariance matrix

of the location error can then be computed from the variance of each DOA estimate as

illustrated, for example, in [102, 103].

Obviously, estimation accuracy improves when a higher number of measures (i.e. LoBs)

are utilized, but at the cost of increasing computational complexity. In [104] a possible

candidate for LSN antenna is presented, working at 2.4 GHz, according to IEEE 802.11

requirements. Figure 5.9 shows the proposed antenna design for IEEE 802.11a/g technol-

ogy.

Antenna electrical design has been performed by commercial electromagnetic 3D soft-

ware. Antenna has been tested by HP 8510 Network analyzer for the s-parameters, and by

anechoic chamber for the radiation pattern and polarization purity.

The antenna is designed to work at 5.0 GHz in broadband mode in RHCP; however, by a

proper dimensioning of the slots, resonating frequencies can be steered, so the antenna can

work in dual frequency mode [105]. Respect to a “standard” patch antenna the proposed

single element appears more compact (effect of the slots on the resonating frequencies).

Antenna is matched on the wireless operating frequencies and the percentage is more

than 8% (1 : 1.5 VSWR) considering f = 5.0 GHz as the centre frequency. The polarization



Local Positioning Indoor Services 215

purity is less than −25 dB at boresight, −20 dB at the edge of coverage [−15◦; +15◦]. More

details are illustrated in [104], and [106].

Figure 5.9: Microstrip antenna array for LSN and LSS, 5 cm × 18 cm × 2 cm.

5.3.1 Protocol Performance

The performance of the localization services protocol have been investigated by analyzing,

at first, the maximum number of MTs that can be served with a predefined fraction of

the throughput, [98]. At this aim, we observe that, in the worst case, the time interval

necessary to poll a user at the maximum distance rmax, to broadcast a location packet and

then to calculate the user position, as:

T = 2
rmax

c
+ 2TSIFS +

DLUR + DACK

B
, (5.19)

where rmax is the maximum distance served by the LSS [m], c is the speed of light [m/s],

TSIFS is the SIFS interval duration, DLUR is the LUR packet size [bit], DACK is the LP

size [bit], and B is the Data Rate [bit/s]. Thus, the number of users that the system is

able to manage within one super-frame (PCF+DCF) is given by

N =
ΔTPCFmax − TSIFS +

DBEACON+DCFEND
B

T + ε
(

rmax
c + DLUR

B + TPIFS

) , (5.20)
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where ΔTPCF max is the maximum duration of the PCF [ms] interval assigned to the

localization services, DBEACON is the BEACON packet size [bit], DCFEND
is the CFEND

packet size [bit], TPIFS is the PIFS interval duration, and ε is the performance reduction

factor due to the coverage area and channel noise.

By considering (5.19) and (5.20), the maximum number of users the network is able to

manage is,

NTOT =
ΔTPOLL

ΔTSUPERFRAME
· 1
� (N)

, (5.21)

where ΔTPOLL is the polling period of the same MT, ΔTSUPERFRAME is the super-frame

duration, and � (N) is the integer part of N . As stated previously, NTOT is strictly related

to the LUR time and hence to the mobility class of the users.

Figure 5.13 shows the maximum number of users that can be located, for different

values of data rates and LSN range. We note that our localization algorithm can localize a

minimum value of 100 users for 6 Mbit/s, and a maximum value of 250 over 36 Mbit/s. To

evaluate the performance, we simulated a multiple mobile terminal scenario with 6 LSNs

located on the hexagon vertexes and one LSS in the hexagon center.

The coverage area was set to the maximum distance between the LSN and the LSS.

According to IEEE 802.11 standard, the size of data packet used to poll the MTs was fixed

to 400 bit and the ACK packet size to 112 bit. Slowly moving MTs with maximum speed

of 2 m/s were considered.

Consequently, the time interval between location updates was set to 0.5 s. Data rate

from 6 to 26 Mbps have been considered, while the LSS coverage area was set to the

maximum value specified by the IEEE 802.11 standard for the specific data rate in indoor
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environment. For each case different paths have been simulated, varying the MT initial

position and motion direction, in order to collect the statistics of at least 1000 different

points of the grid.

From the simulator outputs the Location Update Waiting Time (LUWT), lasting from

the instant at which the LSS queries the MT to the time the MT receives back the LSN esti-

mates was computed, together with the average number of available LSNs in the MT range

and the number of LSNs actually employed. Finally, the location probability expressed as

the probability that the LSS receives at least three measures, was evaluated.

Respectively, Figure 5.10, 5.11, and 5.12 depict the LUWT, the number of LSNs used,

and the Location Probability as function of the number of MTs for four different data

rate/coverage area values, respectively.

Figure 5.10 shows that the LUWT increases as soon as the number of MTs increases.

The main cause for that is the increasing number of collisions. On the other hand, the

number of used LSN decreases, since the LSNs have to send longer packets (containing

more TOA/DOA estimations) during the DCF phase, causing an additional increase in

the number of collisions (see Figure 5.11). These figures show that to achieve better per-

formance it is more important to have a higher coverage area rather than a higher data

rate.

Finally, from Figure 5.12 it turns out that with a probability greater than 80%, the LSS

receives at least three distance measures for each of the 25 MTs for LSN coverage areas

greater than 25 m, while the number of localizable MTs drops to 10 for coverage areas less

than 25 m.
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Figure 5.10: Location Update Waiting Time vs. number of MTs.
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